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ABSTRACT 

In this thesis a single machine production line is modeled by an alternating renewal 

process. We derive efficient approximations for the first and second order transient 

performance measures of a production line which can be in one of the two states  

up(working) or down(failed), modeling the production line by an alternating renewal 

process. A due date performance measure is derived and discussed. The thesis also 

discusses two optimizations problems in the production line. Numerical examples are 

provided to illustrate the procedure. 
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ÖZ 

Bu tezde almaşık yenileme süreci ile tek makinalı bir üretim hattı modellenmiştir. 

Durumu yukarıda(çalışan) veya aşağıda(başarısız) olabilen bir üretim hattı’nın 

birinci ve ikinci derece geçici başarım ölçütlerine verimli yaklaşıklama türetiyoruz. 

Bu üretim hattı almaşik yenileme süreci ile modellenmiştir. Ayrıca bir vade 

tarihi başarim ölçütü türetilmiş ve tartışılmıştır. Bu tez ayni zamanda üretim hattinda 

iki eniyileme problemi irdelemektedir. Prosedürü göstemek için sayısal örnekler  

sağlanmiştir. 

 

 

 

 

 

 

Anahtar kelimeler: üretim hatti, almaşik yenileme süreci, yenileme fonksiyonu, 

vade tarihi başarımı. 
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Chapter 1 

1. INTRODUCTION 

In the modern days of mass production systems, production lines play a key role. 

Mathematical and stochastic models which address to the manufacturing system 

design and performance measures for the production line control have been the 

subject of intense investigation of researchers. The major focus of such 

investigations has been to apply queuing networks models. These studies however 

have been restricted to steady state analysis. These analysis provide in a compact 

form of certain measures like the production rate, throughput, buffer etc. For a good 

review of production models one can refer to Papadopoulos and Heavy (1996) and 

Dallery and Gershwin (1992). One cannot ignore the importance of the closed form 

solutions necessary for the computer implementation provided by the steady state 

analysis. However, in many production lines with a limited planning horizon the 

steady state measures may not be in synchronization with the actual situation and 

what really needed may be the transient measures. In the modern days, customer 

orders are to be met with minimum lead time. Further production systems are 

governed by JIT deliveries. With such changing environments, the planning periods 

are decidedly reduced.  

Production system operators are generally interested in optimizing the first order 

performance measures such as maximizing the expected throughput or minimizing 

the expected buffer. Such an approach has been practiced because the first order 
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measures are amenable for a compact and close form. While it is important that the 

production system delivers on the average a pre specified number of items, it is 

equally important that the variation in the output remains under control. For instance, 

between two production lines whose average output in a given time period is the 

same, production managers will prefer the production line which exhibit lesser 

variation. Gershwin (1993) observes that the production line output has high 

variability often lying in the interval mean       of standard deviation. Tan, (1999) 

has given the data on the number of units of certain appliance manufactured each day 

to underscore the importance of variability in a production line. We reproduce below 

the figure given by the same author. 

 

Figure 1: Plot of  the number of  appliances produced per day 

The figure shows that while the average production per day was 1043.67 the standard 

deviation of the output was 112.91 which is 10.2% of the mean. It is to be observed 

that the requirement of the company during the said period was 1100 units each day. 

In a dynamic and fast changing environment, we are of the considered view that the 

steady state as well as the first order measures alone is not sufficient to give a correct 

picture of the production dynamics. We believe that a transient analysis 

incorporating the first and second order performance measures will provide a 
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powerful decision support tool which alone can bring out the nuances in the 

production dynamics. Thus the contribution of the present thesis is twofold: 

(i). To derive  certain first and second order transient performance measures in 

single machine production line which can be in up(working) or down(failed) state 

(ii). To analyze certain optimization problems in production lines using these 

performance measures. 

1.1 Brief Literature Review   

In a production line, the output of a manufacturing subsystem is usually the input to 

one or more downstream subsystems in the production process. More generally the 

output process of the production line becomes the arrival process to the next 

subsystem in the line. This aspect has encouraged researchers to use queuing 

networks to model production lines. For early surveys on the results of the 

application of queuing networks one can referred to Papadopoulos and Heavey, 

(1996). 

Hendricks (1992) provided certain results for the output process of serial production 

lines of exponential machines with finite buffers. There are several studies using the 

first order performance measures of production lines. Yeralan and Muth (1987) 

considered two station production lines using several assumptions. Papadopoulos 

(1994) discussed multi state production lines with no buffers in between. The mean 

performance of multi station production lines with and without interstation buffers 

under several operational assumptions was determined exactly by generating the 

state based model and solving the resulting system of equations. Such results were 

determined approximately by decomposition method (Tan & Yeralan (1997)), 
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Dallery and Frein (1993)).The above mentioned studies try to find and use average 

measures of the characteristics of interest. However the available literatures on the 

variability of the output in manufacturing systems are scanty.  Miltenburg (1987) was 

perhaps the first to present a method which determines the asymptotic variance of the 

output per unit time. He used the Markov chain theory to determine the asymptotic 

mean and variance of the time spent in each of states. Hendricks (1992) developed an 

analytical approach which unfortunately was computer intensive and thus was not 

useful for large number of machines. 

Tan (1997a) modeled production lines with finite buffer using Markov reward 

systems and computed the asymptotic variance rate of production. He has also 

considered production lines with no interstation buffers (Tan (1997b)). It is also 

interesting to note that (Tan (1999)) has dealt with discrete flow production line with 

cycle dependent failures. Gershwin (1993) presented a crucial result which enables 

one to extend the basic results for a single machine to N station production lines. He 

first calculated the production variance for a single machine exactly. Then he 

developed decomposition techniques for larger production lines. 

All the literatures cited so far have the Markov property built into the model. More 

specifically, the residence times are assumed to be exponentially distributed whose 

lack of memory property gives the modeler lots of flexibility leading to explicit 

analytical results. However in real life situations one is confronted with arbitrary 

distributions which render the analysis intractable. Thus it is not surprising that 

researchers resort to Markov modeling. This thesis attempts to obtain the first and 

second order characteristics of the throughput of a single station production line with 

arbitrary up and down times. We do hope Gershwin`s decomposition technique will 
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help us to obtain the corresponding characteristics of a N station production line. Our 

modeling could also be viewed as a generalization of the Markov reward model for a 

discrete material flow production line of Tan (1999). The single machine that we 

consider could be operational (up state) or failed (down state), so that we model the 

system using an alternating renewal process. The characteristics of interest require 

computation of performance measures such as the mean and variance of the number 

of visits to the up state as well as the availability function. However no analytical 

solutions are available for these measures excepting when the up and down times are 

exponentially distributed which corresponds to the Markov model. A notable 

contribution of this thesis lies in developing useful approximations to determine (i) 

the expected number of visits to the up state known as the renewal function (ii) 

variance of the number of visits to the up stare and (iii) the availability function 

which gives the probability that the system is found in the up state at any arbitrary 

time. In order to understand the theory and concepts of renewal function and 

availability function, we present in following sections a brief write up on them. The 

materials presented in the write up are readily available in any standard text book on 

stochastic processes.  

1.2 Renewal Processes 

Let *          +  be a sequence of continuous, non-negative independently and 

identically distributed random variables with a common distribution function F. Let 

 ,  -  ∫    ( )   
 

 

 

Let us assume 
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Let us denote the distribution function of                ( )     *    +  . 

  ( )  {
           
           

 

 We further define a new random variable  ( )      *      +. The integer 

valued stochastic process  * ( )    + is referred to as a renewal process whose 

distribution is F. The expectation of the random variable  ( ) denoted by the 

function   ( )   * ( )+ plays a crucial role in the theory of renewal processes. 

This function is referred to as the renewal function of the process. Using elementary 

probability arguments one can show that  ( ) satisfy the following integral 

equation. 

 ( )   ( )  ∫  (   )  ( )
 

 
                                                               (1.1) 

Applying the Laplace transformation to the left and right hand side of the above 

equation we obtain 

  ( )  
  ( )

 ,    ( )-
                                                                                (1.2) 

The derivative  ( )    ( ) is called the renewal density. We have 

 ( )     
    

  *                        (      )+

  
  

∑    
    

  *                      (      )+

  
 

 

   

 

∑    
    

  ( )    (  )

  
 

 

   

∑  ( )  ∑  
 ( )    ( )
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The function  ( ) gives the average number of renewals which are to be expected in 

a small tine interval ,      -. We wish to observe that    ( ) is not a PDF. The 

Laplace transforms of the renewal density can easily seem to be: 

  ( )  
  ( )

    ( )
                                                                                    (1.3) 

The renewal equation given in (1.1) can be identifying to be a Volterra integral 

equation. This equation cannot be explicitly solved to get a closed form solution 

which is possible only if the distribution function  ( ) is either exponential or 

gamma distribution. Since the renewal function plays a crucial role in several real 

life applications, several authors have proposed approximations to the renewal 

function. These approximations can be broadly classified as below. We give only the 

references which have contributed to these methods. Interested reader can refer to 

them.  

 Method of substitution: 

In this method some of the terms in the integrand of the renewal equation are 

substituted. Some of the notable contributions came from Bartholomew (1993), 

Deligonul (1985), Smeitink and Dekker (1990), Politis and Pitts (1998).Kambo 

(2012). 

 Methods based on Riemann-Stieltjes integral: 

In this method researchers approximate the integral on the right hand side of (1.1) by 

an infinite sum. The major contributions came from Xie (1989), Ayhan (1999), Xie 

(2003). 
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 Bounds: 

These methods analyses the asymptotic nature and bounds to the solution of the 

renewal equations. Some important references using this method are Marshall 

(1973), Deley (1976), Li and Luo (2005) and Ran (2006). 

 Method of moment matching: 

In these methods the distribution function F(x) is approximated by mostly phase type 

distributions such that first few moments of the two distributions match. Notable 

literature using this method include Marie (1980), Whitt (1982), Altiok (1985), 

Lindsay (2000), Cui and Xie (2003) and Bux and Herzog (1997). 

1.3 Alternating (or two stage) Renewal Process 

In an ordinary renewal process, the system is identified with only one state, for 

instance the working state of a system. It is tacitly assumed that the detection of 

failure and replacement are instantaneous so that a renewal occurs at the termination 

of the working state. Let us consider now that the detection and replacement are not 

instantaneous but takes a non-negligible amount of time.  The system now has two 

states, the working state (hereafter referred to as up state) and failed state (down 

state). If the working states and the failed states are specified by two sequences of 

independently and identically distributed random variables then the system is said to 

be governed by an alternating renewal process. 

Consider an alternating renewal process. Denote the up and down states by U and D. 

Let the duration of the two states be specified by the sequence of i.i.d random 

variables   with distribution function   ( ) and    with distribution   ( ). Denote 

by   ( )       , the number of renewals of state   in ,   -. Then *  ( )    + is 
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an ordinary renewal process generated by the sequence of random variable *     + 

having distribution         (i.e. H is given by convolution of    and   ) and 

*  ( )    + is a modified renewal process with initial distribution    (i.e. initial 

inter arrival time    ) and subsequent distribution         (i.e. subsequent inter 

arrival times                ). 

 Denote the renewal function  

  ( )   *  ( )+       

Let    and    be the p.d.f of    and    respectively and let   
 ( ) and   

 ( ) be the 

Laplace transforms of the renewal functions and probability density functions. 

The renewal functions   ( ) and   ( ) satisfying the renewal equations 

  ( )      ( )  ∫   (   )     ( )
 

 
                                            (1.4) 

  ( )    ( )  ∫   (   )     ( )
 

 
                                          (1.5) 

The corresponding Laplace transforms of the above equations can be seen to be  

  
 ( )  

  
 ( )   

 ( )

 ,    
 ( )   

 ( )-
                                                                   (1.6) 

  
 ( )  

  
 ( )

 ,    
 ( )   

 ( )-
                                                                       (1.7) 
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Results: 

For the system described by an alternating renewal process (starting with state U 

at    ), the probability that the system will be in states   and   respectively at 

time   are given by 

  ( )    ( )    ( )    

  ( )    ( )    ( ) 

The probability   ( ) is generally known in the literature as the availability function 

and denoted by  ( ). It is interesting to note that in the limiting case as     the 

limiting availability is given by 

         ( )  
 ( )

 ( )  ( )
                                                               (1.8) 
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Chapter 2 

2. THE MATHEMATICAL MODEL 

For our model a discrete material flow production process which consists of a single 

station with station break downs is considered. We assume that the station is neither 

starved nor blocked. The station works for a random amount of time (up time) before 

it fails. The station is sent for repair which takes a random amount of time (down 

time) when it becomes operational again. The sum of the up and down time will be 

referred to as a cycle. The up and down times in the nth cycle are denoted by random 

variables    and   . The sequence of random variables *      + and *      + 

are assumed to be independent. The single station then can be described by an 

alternating renewal process. In a cycle, when the production line operates, it is 

assumed that an item is produced. Thus the number of items produced in an arbitrary 

time interval,   ) equals the number of times the up state has been visited by the 

process in the said interval. We wish to observe that the production of one unit in an 

up state is only a convenient assumption for the sake of clarity. However one can 

assume that a fixed number of items are produced during an up time in a cycle or 

assign a production rate during the up time with very minor changes to the model. 

One can even assume a reward for each of the visits to the up state as done in Tan 

(1999).We also wish to observe that Tan constructed a Markov reward model where 

the single station material flow production line has been modeled as a discrete time 

Markov chain.  The present model is clearly a generalization of his model to 
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continuous time processes. Also the restrictive assumptions of exponential up and 

down times are relaxed to accommodate general distributions. 

With the above model assumptions, the single station can be represented by an 

alternating renewal process with two states {U, D}. We assume that the station has 

become just operational so that it is in state U initially. This is not a restrictive 

assumption as the model could be easily be worked out starting with the down state 

as well. Thus   ( )  and   ( ) respectively denote the expected number of times 

the up and down states have been visited in ,   ). With the assumption of the 

production of one unit in each of the states,   ( ) also gives the number of units 

produced in the same interval. As mentioned in chapter 1,   ( )  is given by the 

renewal equation (1.4) and its Laplace transform by (1.6). There is no explicit 

solution for this renewal equation excepting in the case of alternating renewal 

processes driven by exponential up and down times. While there have been 

approximations available for the renewal function   ( ), we are not aware of any 

approximation to the function   ( )  perhaps because of its structure. We present 

below a theorem which gives an efficient approximation procedure to compute the 

renewal function   ( ). 

Theorem: 

Assume that the first three raw moments of the random variables U and U+D exist 

and are known. Then the following results hold for renewal function   ( ). 

  ( )      
  .     

   /

  
                                                                    (2.1) 
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where  

  
 

  (   )
                                                                                                            (2.2) 

     
   (   )

     ( )
   (   )

 

   (   )
  

                                                              (2.3) 

and 

  
   

 (  (   )
     ( )

   (   )
 )  (   )

 

   (   )
   (   )

     (   )
      (   )

   (   )
   ( )

    
 ( )  (   )

 
 

       (2.4) 

Proof: 

We know that the Laplace transform of the renewal density   ( ) is given by  

  
 ( )  

  
 ( )

    
 ( )   

 ( )
                                                                            (2.5) 

We note that there is a singularity at the origin for the function   
 ( ). Thus the 

function  

  
 ( ) is approximated with the help of ration function as below. 

  
 ( )  

 

 
 

 

    
                                                                                              (2.6) 

Inverting the above equation result in (2.1). Now the constants A, B and   
  are 

obtained as follows: 

We express    ( )  the Laplace transform of the pdf as a power series as below. 
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  ( )  ∑
(  )    

  

 

   

  
    

    
 

  
 

    
 

  
 

    
 

  
   

Using (2.5) and (2.6) we obtain 

 

 
 

 

    
 
 

   
     ( )

 

  
   

     ( )
 

  
   

     ( )
 

  
  

  *    
     (   )

  

  
   

     (   )
 

  
   

     (   )
 

  
   +

                               (2.7) 

 

Comparing the coefficients of S,       on both the sides of (2.7) and after some 

algebra we obtain the constants A, B and   
   as given in (2.2), (2.3) and (2.4) 

respectively. Thus finally we obtain  

  ( )  
 

  (   )
  

(  (   )
     ( )

   (   )
 ) .     

   /

   (   )
  

                                   (2.8) 

where 

  
   

 (  (   )
     ( )

   (   )
 )  (   )

 

   (   )
   (   )

     (   )
      (   )

   (   )
   ( )

    
 ( )  (   )

 
 

 

Using a similar analysis as in the previous theorem we can obtain the renewal 

function   ( ) as  

  ( )  
 

  (   )
  

.  (   )
     (   )

  / (       )

   (   )
  

                                       (2.9) 

where  

    
 (  (   )

     (   )
  )  (   )

 

   (   )
   (   )

     (   )
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It should be noted that for the approximations (2.8) and (2.9) to be valid the constants  

   and   
 
 must be less than zero. The restriction that    and   

   are less than zero is 

not very restrictive because we have seen that this condition is satisfied by gamma, 

mixture of exponential, lognormal, phase type distributions and Weibull which are 

commonly used in production and reliability analysis. The condition is also met for 

distribution like Truncated Normal and Inverse Gaussian but under certain 

conditions. 

The availability function  ( ) which gives the probability that the system is in up 

state at an arbitrary time t is given by  

 ( )    ( )    ( )                                                                        (2.10) 

Using (2.8) and (2.9) in the above equation and after some algebra we obtain  

 ( )   
  (   )
 (         

   )    (   )
           ( )

   (   )
 .     

   /

   (   )
  

          (2.11) 

Finally, our interests lie not only on the first order characteristics of the number 

distributions but on the second order as well. In order to calculate the variance of 

  ( ) which is needed in our analysis, we use the following relation which is given 

in any standard text book on stochastic processes. 

   *  ( )+    ( )   ∫  (   )  ( )  , ( )- 
 

 
                   (2.12) 

Use of the above equation with   ( ) as specified in (2.9) yields    
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,
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0  (   )
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 0  (   )
 1

 -         .
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where   
  (   )
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2.1 Special Cases 

Having obtained the approximations for the first and second order of characteristics 

of the production process, in the following sub sections we proceed to obtain these 

characteristics for certain special cases. 

2.1.1 Case 1 

The first case we consider assumes exponential up times and deterministic down 

times. Such cases arise when the type of failure and the repair times are known in 

advance. We assume  
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2.1.2 Case 2 

We assume in this case, the up times and down times to be exponentially distributed 

so that the single station production line can be described by a two state Markov 

process. We choose  
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The availability function  ( ) for a two state Markov process is well known in the 

literature. [See page 242 of Ross (1996)]. It is interesting that our approximation 

gives the same expression for the availability function. 

2.1.3 Case 3 

In this case, we consider the up times to be gamma distributed with constant repair 

times. Thus  
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  ( )  
  

    
 

(              )(      )

 (    ) 
 

  

  
 (    )(              ) 

                                                       
 

  ( )  
  

    
 

(         )(     
  )

 (    ) 
 



  

20 

 

  
 

 
  (       )(    ) 

                                                   
 

 ( )   
(              )(      )  (         )(     

  )

 (    ) 
   

2.1.4 Case 4 

This case assumes exponential up times and gamma distributed down times so that  
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2.1.5 Case 5 

In this section we assume the up and down times to be distributed according to 

gamma distributions. Such cases arise when the system failure can be identified with 

a sequence of stages with each stage being exponentially distributed. Further the 

repairs are carried out in stages with each stage being exponentially distributed. 

Specifically we assume  
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Using the approximations method, characteristics of the production process are given 

by 
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where   
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       (    )     

  

  
 

Lukas (2008) has given explicit formulae for the computation of    ( ) and   ( ) 

when the up and down time are gamma distributed by expressing an infinite series in 

terms of finite sum that involves complex numbers. His formulae can be expressed as  
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) and   is imaginary unit satisfying 

      

Again it is interesting to note that our approximation provides the exact results for 

the above mentioned characteristics coinciding with the formulae given by Lukas. 

The special cases given above are only illustrative in nature and can be worked out 

for any given distribution of up times and down times provided the corresponding    

and    
  are negative. 
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2.2 Optimization Problems 

An operations research manager`s interests lie in maximizing the output. However 

recent advances in manufacturing systems with management techniques have 

identified the variability in production as an important tool in the design criterion. 

These two facts together take care of the dependability in terms of the output and 

predictability by controlling the variation of production systems. Thus there has been 

a greater demand on the part of the management to include variability of the output 

in analytical models. Another important criterion that the management looks into is 

the availability of the system. Thus in this thesis we study two important 

optimization problems commonly faced by the operations manager in any production 

line which are given below: 

Problem 1: 

        ( ) 

             

   *  ( )+    

 ( )    

 

Problem 2: 

         *  ( )+ 

             

  ( )    

 ( )    
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In chapter 3 we present the optimality results for various special cases of up and 

down time distributions. 

2.3 Due Date Performance Measure 

One of the main jobs of an operations manager in a production line is in fulfilling the 

orders on time without recourse to back log or lost sales. Thus a good due date 

performance measure to know whether the output matches the demand can be 

defined to be the probability that the customer`s demands are fulfilled  on time. 

Let Q be the ordered quantity and    the due date of the same order. If the quantity 

produced in (    ) exceeds  , then the production line is able to meet the 

customer`s order on time. Thus a due date performance measure can be defined as  

     , (  )   - 

To compute this measure one should be know the probability distribution of   . 

However if    is sufficiently large, central limit theorem can be invoked to establish 

that the random variable  ( ) is asymptotically normal. This gives us  

    [ (  )   ]    
 

√       

∫  

  
[   0   

1]
 

     

  

  

      ( ) 

where Ф is cumulative normal probability.  
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Chapter 3 

3. NUMERICAL RESULTS AND DISCUSSIONS 

This chapter presents certain numerical results for the optimization problems and due 

date performance problem mentioned in sections 2.2 and 2.3 by assuming various 

distributions for the up and down times. These results will be supplemented by 

discussions and observations. The numerical results are intended to show the 

variations in the optimal decision variables owing to the selected distributions for up 

and down times as well as the variations in the parametric value of the same 

distribution.   

3.1 Case 1: Exponential Up Times and Constant Down Times 

In this subsection we continue with some numerical result for the first case which 

was discussed in section 2.1.1. 

 Figure 2 plots the renewal function for various failure rates. Firstly we note that the 

renewal function is a monotonically non-decreasing function. Also for a constant 

repair time, as the failure rate λ increases so that the mean working time decreases, 

the number of units produces increases. Although this may look counterintuitive, 

with the assumption of one unit produced in each working interval, this is to be 

expected. However if we make the assumption of a repair rate so that the number of 

units produced varies with the length of the working times such a result cannot be 

expected. 
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Figure 2: The expected number of units produced in a time interval T (case 1) 

In figure 3 we plot the availability function for various values of repair rates λ and a 

constant repair time    . We note that as the mean working time increases the 

probability of the system being found in a working state increases. We also observe 

that the availability function reaches the steady state availability A given in (1.8) 

rather quickly. 

 

Figure 3: Availability function A(t) (case 1) 
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In figure 4 we present the due date performance measure which is specified by the 

probability that a given order size Q is fulfilled within the due date given for certain 

values of Q.  The values of λ and c where fixed to be 0.04 and 2 respectively. It is 

seen immediately that as the due date t increases for a given order size Q, the 

probability of fulfilling that order is an increasing function of t and tends to unity as t 

tends to infinity. Also for a given t such a probability is a decreasing function of Q. 

The due date curve exhibits more shoulder for smaller values of Q and is steeper for 

larger values of Q. 

 

Figure 4: The due date performance measure Pr [N(TQ) ≥ Q] (case 1) 

In table 1 below we give the optimal number of units to be produced and the 

corresponding time for the optimality problem 1 for various values of failure rates λ 

and repair times c. we observe that the number of units produced is relatively 

insensitive to the failure rate λ whereas the time needed to produce the same is quite 

sensitive 
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Table 1: Optimal Z* for problem 1 and the corresponding t* for different repair times 

(case 1) 

                    

 λ z* t* z* t* z* t* z* t* 

0.01 3.03 305.02 3.06 310.08 3.18 220.46 3.15 192.53 

0.02 3.06 155.04 3.12 160.15 3.24 170.61 3.31 152.88 

0.03 3.09 105.06 3.18 110.23 3.37 120.93 3.46 123.22 

0.04 3.12 80.08 3.24 85.31 3.49 96.25 3.62 101.98 

0.05 3.15 65.10 3.31 70.39 3.62 81.58 3.78 87.50 

0.06 3.18 55.11 3.37 60.46 3.75 71.92 3.95 78.04 

0.07 3.21 47.99 3.43 53.40 3.88 65.11 4.12 71.44 

0.08 3.24 42.65 3.49 48.13 4.02 60.10 4.29 66.65 

0.09 3.27 38.51 3.56 44.04 4.15 56.29 4.47 63.05 

0.10 3.31 35.19 3.62 40.79 4.29 53.32 4.64 60.30 

 

Figures 5 and 6 plot the results of table 2 

 

 

Figure 5: Optimal Z* for various repair times (constant) for problem 1(case 1) 
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Figure 6: Optimal t* for various repair times (constant) for problem 1 (case 1) 

In table 2 below we give the optimal number of units to be produced and the 

corresponding time for the optimality problem 2 for various values of failure rates λ 

and repair times c.  We wish to remind that problem 2 was of the minimization of the 

variability in production. From table 2 we observe that in this case, the decision 

variable Z* which is the variance of the number of units produced and the time 

needed to produce the same are both sensitive to the failure rate λ. 

Table 2: Optimal Z* for problem 2 and the corresponding t* for different repair times 

(case1) 

 

Figures 7 and 8 plot the results of table 2 
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Figure 7: Optimal t* for various repair times (constant) for problem 2 (case 1) 

 

Figure 8: Optimal Z* for various repair times (constant) for problem 2 (case 1) 

In the next three subsections, we will make a similar analysis for the three other 
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3.2 Case 2: Exponential Up and Down Times   

 

Figure 9: The expected number of units produced in a time interval T (case 2) 

 

Figure 10: Var [N (t)]/t as a function of time (case 2) 

 

0

10

20

30

40

50

60

0 200 400 600 800 1000

No of Unit  
Produced 

Time 

λ=0.04,μ=0.2 

λ=0.01,μ=0.2 

λ=0.06,μ=0.2 

λ=0.08,μ=0.2 

λ=0.02,μ=0.2 

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0 50 100 150 200 250

Var[N(t)]/t 

Time 

λ=0.04,μ=0.2 

λ=0.02,μ=0.2 

λ=0.06,μ=0.2 

λ=0.08,μ=0.2 

λ=0.01,μ=0.2 



  

32 

 

 

Figure 11: Availability function A(t) (case 2) 

 

Figure 12: The due date performance measure Pr [N(TQ) ≥ Q] (case 2) 
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Table 3: Optimal Z* for problem 1 and the corresponding t* for different repair times 

(case 2) 
 

                
λ z* t* λ z* t* λ z* t* 

0.010 3.148 325.122 0.010 3.099 316.721 0.010 3.060 310.020 
0.020 3.292 175.235 0.020 3.197 166.774 0.020 3.119 160.039 
0.040 4.074 126.378 0.040 3.387 91.871 0.040 3.235 85.076 
0.060 4.505 101.450 0.060 3.570 66.956 0.060 3.349 60.111 
0.080 4.858 88.584 0.080 3.745 54.528 0.080 3.461 47.644 
0.090 4.189 59.053 0.090 3.830 50.392 0.090 3.515 43.493 

                  
λ z* t* λ z* t* λ z* t* 

0.010 3.043 307.153 0.010 3.033 305.562 0.010 3.027 304.550 
0.020 3.085 157.163 0.020 3.066 155.568 0.020 3.054 154.554 
0.040 3.169 82.182 0.040 3.132 80.580 0.040 3.108 79.562 
0.060 3.252 57.201 0.060 3.197 55.591 0.060 3.161 54.570 
0.080 3.333 44.719 0.080 3.261 43.102 0.080 3.214 42.077 
0.090 3.373 40.561 0.090 3.292 38.941 0.090 3.240 37.914 

 

 

Figure 13: Optimal Z* for various repair times (constant) for problem 1 (case 2) 
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Figure 14: Optimal t* for various repair times (constant) for problem 1 (case 2) 

Table 4: Optimal Z* for problem 2 and the corresponding t* for different repair times 

(case2) 

                

λ z* t* λ z* t* λ z* t* 

0.01 9.099 1054.762 0.01 9.678 1018.306 0.01 9.804 1010.990 
0.02 8.368 554.545 0.02 9.379 518.280 0.02 9.617 510.980 
0.04 7.280 304.167 0.04 8.838 268.229 0.04 9.264 260.962 
0.06 6.544 220.513 0.06 8.368 184.848 0.06 8.941 177.610 
0.08 6.043 178.571 0.08 7.956 143.137 0.08 8.642 135.926 

0.09 5.933 170.186 0.09 7.770 129.227 0.09 8.502 122.029 
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0.06 9.217 174.494 0.06 9.379 172.760 0.06 9.485 171.655 
0.08 8.985 132.819 0.08 9.190 131.087 0.08 9.326 129.984 

0.09 8.875 118.925 0.09 9.099 117.196 0.09 9.249 116.093 
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Figure 15: Optimal z* for various repair times (constant) for problem 2 (case 2) 

 

Figure 16: Optimal t* for various repair times (constant) for problem 2 (case 2) 
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3.3 Case 3: Gamma Up Times and Constant Down Times 

 

Figure 17: The expected number of units produced in a time interval T (case 3) 

 

Figure 18: Var [N (t)]/t as a function of t (case 3) 
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Figure 19: Figure 20: Availability function A(t) (case 3) 

 

Figure 21: The due date performance measure Pr [N(TQ) ≥ Q] (case 3) 
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Table 5: Optimal Z* for problem 1 and the corresponding t* for different repair times 

(case 3) 
 

k=3,λ=0.02 k=3,λ=0.04  k=3,λ=0.06 

c z t c z t c z t 

1 5.652784 904.1479 1 5.78295 465.135 1 5.915012 318.9787 

2 5.78295 930.2701 2 6.04876 6.04876 2 6.320577 346.6502 

3 5.915012 956.9361 3 6.320577 519.9753 3 6.736918 375.6924 

4 6.04876 984.1202 4 6.597148 548.802 4 7.16119 405.9873 

5 6.184005 1011.799 5 6.877559 578.4831 5 7.591853 437.4759 

6 6.320577 1039.951 6 7.16119 608.9809 6 8.765 470.988 

k=4,λ=0.02 k=4,λ=0.04 k=4,λ=0.06 

c z t c z t c z t 

1 7.700444 1623.41 1 7.83613 829.5714 1 7.972327 565.0832 

2 7.83613 1659.143 2 8.10901 865.8633 2 8.383772 601.9281 

3 7.972327 1695.25 3 8.383772 902.8922 3 8.799246 639.8729 

4 8.10901 1731.727 4 8.66032 940.6539 4 9.256 680.765 

5 8.246163 1768.572 5 8.9635 980.987 5 9.8873 720.87 

 

 

Figure 22: Optimal Z* for various repair times (constant) for problem 1(case 3) 
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Figure 23: Optimal t* for various repair times (constant) for problem 1 (case 3) 
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Figure 24: Optimal z* for various repair times (constant) for problem 2 (case 3) 

 

Figure 25: Optimal t* for various repair times (constant) for problem 2 (case 3) 
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3.4 Case 4: Exponential Up Times and Gamma Distributed Down 

Times 

 

Figure 26: The expected number of units produced in a time interval T (case 4) 

 

Figure 27: Var [N (t)]/t as a function of t (case 4) 

0

1

2

3

4

5

6

7

8

0 50 100 150

No of units 
produced 

Time 

k=3,μ=1,λ=0.02 

k=3,μ=1,λ=0.04 

k=3,μ=1,λ=0.06 

k=3,μ=1,λ=0.08 

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0 10 20 30 40

va
r[

N
(t

)]
/t

 

Time 

k=3,μ=1,λ=0.02 

k=3,μ=1,λ=0.04 

k=3,μ=1,λ=0.06 

k=3,μ=1,λ=0.08 



  

42 

 

 

Figure 28: Figure 29: Availability function A(t) (case 4) 

 

Figure 30: The due date performance measure Pr [N(TQ) ≥ Q] (case 4) 
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Table 7: Optimal Z* for problem 1 and the corresponding t* for different repair times 

(case 4) 

 

k=3 k=4 

μ=1 μ=1.5 μ=1 μ=1.5 

λ z* t* λ z* t* λ z* t* λ z* t* 

0.01 3.06 310.06 0.01 3.12 320.23 0.01 3.21 335.07 0.01 3.16 327.11 

0.02 3.36 181.04 0.02 3.24 170.46 0.02 3.42 185.81 0.02 3.32 177.55 

0.04 3.73 107.10 0.04 3.48 95.93 0.04 3.84 112.35 0.04 3.65 103.47 

0.06 4.09 83.17 0.06 3.73 71.40 0.06 4.27 88.92 0.06 3.98 79.41 

0.08 4.46 71.74 0.08 3.97 59.37 0.08 4.71 78.00 0.08 4.32 67.86 

0.09 4.64 68.10 0.09 4.09 55.45 0.09 4.93 74.63 0.09 4.49 64.17 

μ=2 μ=2.5 μ=2 μ=2.5 

λ z* t* λ z* t* λ z* t* λ z* t* 

0.01 3.09 315.13 0.01 3.07 312.08 0.01 3.12 320.25 0.01 3.10 316.16 

0.02 3.18 165.26 0.02 3.14 162.16 0.02 3.24 170.50 0.02 3.19 166.32 

0.04 3.36 90.52 0.04 3.29 87.33 0.04 3.49 96.01 0.04 3.39 91.64 

0.06 3.54 65.78 0.06 3.43 62.50 0.06 3.73 71.53 0.06 3.58 66.97 

0.08 3.73 53.55 0.08 3.58 50.17 0.08 3.98 59.55 0.08 3.78 54.81 

0.09 3.82 49.52 0.09 3.65 46.09 0.09 4.11 55.65 0.09 3.88 50.81 

μ=3 μ=3.5 μ=3 μ=3.5 

λ z* t* λ z* t* λ z* t* λ z* t* 

0.01 3.06 310.06 0.01 3.05 308.61 0.01 3.08 313.44 0.01 3.07 311.51 

0.02 3.12 160.11 0.02 3.10 158.66 0.02 3.16 163.55 0.02 3.14 161.59 

0.04 3.24 85.23 0.04 3.21 83.74 0.04 3.32 88.78 0.04 3.28 86.75 

0.06 3.36 60.35 0.06 3.31 58.82 0.06 3.49 64.00 0.06 3.42 61.92 

0.08 3.48 47.96 0.08 3.41 46.41 0.08 3.65 51.74 0.08 3.56 49.59 

0.09 3.54 43.86 0.09 3.47 42.29 0.09 3.73 47.68 0.09 3.63 45.51 

 

 

Figure 31: Optimal Z* for various repair times (constant) for problem 1(case 4) 
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Figure 32: Optimal t* for various repair times (constant) for problem 1(case 4) 

Table 8: Optimal Z* for problem 2 and the corresponding t* for different repair times 

(case 4) 

 

k=3 k=4 

μ=1 μ=1.5 μ=1 μ=1.5 

λ z* t* λ z* t* λ z* t* λ z* t* 

0.01 47.15 5152.94 0.01 48.07 5101.97 0.01 46.75 5175.04 0.01 47.45 5135.96 

0.02 44.56 2652.89 0.02 46.25 2601.95 0.02 43.84 2674.97 0.02 45.10 2635.92 

0.04 40.07 1402.79 0.04 42.97 1351.90 0.04 38.85 1424.85 0.04 40.95 1385.84 

0.06 36.33 986.03 0.06 40.07 935.19 0.06 34.77 1008.07 0.06 37.42 969.10 

0.08 33.19 777.61 0.08 37.50 726.82 0.08 31.40 799.64 0.08 34.38 760.71 

0.09 31.80 708.13 0.09 36.33 657.35 0.09 29.93 29.93 0.09 33.03 691.23 

μ=2 μ=2.5 μ=2 μ=2.5 

λ z* t* λ z* t* λ z* t* λ z* t* 

0.01 48.54 5076.49 0.01 48.82 5061.19 0.01 48.06 5101.98 0.01 48.44 5081.58 

0.02 47.15 2576.47 0.02 47.69 2561.18 0.02 46.25 2601.95 0.02 46.96 2581.57 

0.04 44.56 1326.44 0.04 45.56 1311.16 0.04 42.94 1351.91 0.04 44.22 1331.54 

0.06 42.21 909.75 0.06 43.59 894.48 0.06 40.02 935.20 0.06 41.73 914.85 

0.08 40.07 701.39 0.08 41.76 686.13 0.08 37.42 726.83 0.08 39.47 706.49 

0.09 39.07 631.94 0.09 40.90 616.68 0.09 36.23 657.36 0.09 38.42 637.03 

μ=3 μ=3.5 μ=3 μ=3.5 

λ z* t* λ z* t* λ z* t* λ z* t* 

0.01 49.02 5050.99 0.01 49.16 5043.71 0.01 48.70 5067.99 0.01 48.88 5058.28 

0.02 48.07 2550.99 0.02 48.33 2543.70 0.02 47.45 2567.98 0.02 47.80 2558.27 

0.04 46.25 1300.97 0.04 46.76 1293.70 0.04 45.10 1317.96 0.04 45.75 1308.25 

0.06 44.56 884.30 0.06 45.27 877.02 0.06 42.94 901.27 0.06 43.85 891.57 

0.08 42.97 675.95 0.08 43.86 668.68 0.08 40.95 692.92 0.08 42.07 683.23 

0.09 42.21 606.50 0.09 43.19 599.23 0.09 40.02 623.47 0.09 41.23 613.77 
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Figure 33: Optimal z* for various repair times (constant) for problem 2 (case 4) 

 

Figure 34: Optimal t* for various repair times (constant) for problem 2 (case 4) 
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Chapter 4 

4. CONCLUDING REMARKS 

This thesis presents a transient analysis of a single machine production line, 

modeling the system using an alternating renewal process. The existing models have 

the Markov property of the up and down time built in. Also these models make use 

of the steady state analysis of the system. Indeed the study of short time production 

variability has all along been considered to be a difficult problem in the literature for 

quite some time. (Tan 1999). 

Thus we have moved forward using arbitrary probability distributions as well as 

using transient analysis in our study. The major contribution of our work is in 

deriving some useful approximations for the renewal functions as well as the 

availability function. It is not possible to obtain explicit solutions for these functions 

for arbitrary up and downtime distributions. These approximations are easy to 

implement and depend only on the first three moments of the underlying 

distributions. We also analyze some optimization problems in the production line 

using the average and variability of the throughput as well as availability of the 

system. Using the average and variability of the throughput we have suggested a due 

date performance measure for relatively large values of due date. This is because we 

invoke central limit theorem for   , the number of units produced in an arbitrary time 

t. 
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We conclude the thesis with some direction for future work. The generalization form 

the exponential to arbitrary distributions necessitated the use of approximations for 

the performance measures. However one could approximate the arbitrary distribution 

functions by phase type distributions. There are extensive literatures available for 

such approximations. The advantage of such approximations is that the performance 

measures for phase type distributions are available in explicit form. Secondly we 

have assumed the up times and down times to be mutually independent. It may be 

interesting to make a study if these variables are correlated. Such a case arises when 

there are different types of failures and the repair times depend on the type of the 

failure. Finally it is natural that this study is carried forward for N-station production 

lines and later on with buffer in between the stations. 
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