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ABSTRACT

Human face is the most informative part of the harbady that carries information
about the feelings of the human. Recent improvesn@mtcomputer graphics and
image processing fields of computer science makalfaanalysis and synthesis
algorithms applicable with the current digital GahtProcessing Units (CPUs). The
information embedded to the human face can be aealwith facial movements and
mimics. The extracted parameterized data can bel usedefining the facial

expressions. Improvements in Human-Computer Interac(HCI) systems have
placed face processing research studies into aatrstage in order to develop
algorithms and applications. Therefore, facial espron recognition is an essential

part of face processing algorithms.

The thesis presents novel entropy based featuextsel procedures for person
independent 3D facial expression recognition. To&rse-to-fine classification model
and the expression distinctive classification maalkich are both based on Support
Vector Machine (SVM) are used for the proposed uieatselection procedures.
Information content of the facial features is amely in order to select the most
discriminative features which maximize expressiecognition performance. Entropy

and variance have been employed as informatiorenbntetrics.

The input features are 3D facial feature pointvijoled in MPEG-4 standard. A face is
represented with 3D positions of geometric facgatdire points. The feature selection
algorithm selects the best feature points usingeh@ntropy based method and

represents the face with the selected points. G@hscare done depending on Fisher’'s



criterion. High entropy facial feature points makimg Fisher’s criterion are selected.
The main contributions of the thesis are entropgelaeature selections based on two
different classifier models. The first one is a f@vel coarse-to-fine classifier model
and the second one is expression distinctive ¢lassnodel. For each model, entropy
based feature selection is applied. Feature sefeati two-level classifier model is
accomplished in two levels. First, the best featuaee selected that classify the
unknown input face into the one of the big exp@sgilasses, which are Class 1 and
Class 2. Class 1 includes anger, disgust and tqaessions, where Class 2 includes
happiness, sadness and surprise expressions. set¢bad level, the best features for
each class are selected that classifies an expnesgd one of the three expressions
presented in the selected class. As a result, thffisgent feature models are proposed
for the two-level coarse-to-fine classifier modehe feature model in order to classify
into Class 1 and Class 2, and the two other featwe®els for each class’s inner class
classification processes. The second classifier einggl the expression distinctive
model in which entropy based feature selection owkik applied to each expression
specifically. Thus, the feature selection algoritiproposes six different feature

models that maximize Fisher’s criterion for eacpression.

The proposed algorithms are tested in BU-3DFE andpBorus databases and the
experimental results provide significant improvemseon recognition rates. Proposed
methods achieve comparable recognition rates floofathe six basic expressions
which overcome the problem of having very high gggtion rates for some of the

expressions and unacceptable rates for some othsutting in good average rates.

Keywords: Facial expression recognition, feature selectianefbiometrics, entropy,

information content.
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Insan yiizii, insan bedenindgikin duygu durumu hakkinda bilgisigan en 6nemli
kisimdir.Iginde bulundgumuz donemdeki bilgisayar bilimi gtamalarinin sundgu
yenilikler ve hatirn sayilir galme gdésteren bilgisayar grafikleri ile imggleme
algoritmalari, gunimiz sayisalamcilerinin insan yuziunUsleyebilmelerine olanak
tanimaktadirlar. Parametrelendirigniyiiz hareketleri, yuz ifadelerinin analizi ve
taninmasi icin kullanilabilmektedir. Temelindesan Makine Etkilgmi (IME) olan
uygulamalarin gefimi, insan yUzinin sayisalslemciler tarafindan slenmesi
gereksinimini ¢ok kritik bir safhaya ganistir. insan yuziinde gémuli olan bilginin
ctkarimi yuzdeki hareketlerin ve mimiklerin tespi@ mumkindur. Bu nedenle, yuz
ifadeleri analizi, yuz slemeyi kullanan algoritmalar icin vazgecilmez birsikn

konumundadir.

Tezde, kgiden b&msiz ylz ifadeleri taninmasina yonelik Ozniteliggisni igin
gelistirilen 6zgun ybntemler sunulmaktadir. Destek Velttakinesi (DVM) tabanl
iki farkl siniflandirma modeli sunulmgtur. Bunlar kabadan inceye gl
siniflandirici ve yuz ifadesine 6zel siniflandincodelleri olarak ikiye ayrilir. Yuz
Ozniteliklerinin secimi icin Onerilen yontem heri iknodele de uygulanmtir. En
ayristirict 6zniteliklerin secimi igin yiz ifadelerininlusumu esnasinda 0Oznitelikerin
bilgi icerigi incelenmgtir. Bilgi igeriginin 6lgcimunde entropi ve varyans 06lgiim
metrikleri olarak kullanilmgtir. YUz ifadelerinin olgumu esnasinda en ¢ok bilgiyi
tastyan ve taninma Barisini geltiren yiz 6znitelikleri secilmektedir.

Sistemin girdi Oznitelikleri MPEG-4 standardindanitalanan yiiz 0Oznitelik

noktalaridir. Yuz, bu geometrik noktalarin 3 boyutkonum bilgisinden temsil



edilmektedir. Ozgiin Oznitelik secim yontemi, séznksu 6znitelik noktalarindan
entropiye goére secim yapmakta ve secilen oznitliél yizi temsil etmektedir.
Oznitelik secimleri Fisher kriteri g6z 6niinde buunularak yapilngtir. Fisher
kriterinin en bUydk oldgu ytksek entropiye sahip noktalar secilmektedirziiaki
ana katkisi 6znitelik secimlerinin iki farkl silahdirma modeline yonelik yapilmasi
ve sonucunda farkli 6znitelik modellerinin Gnerilsidér. Birinci model iki seviyeli
kabadan inceye g@ou siniflandirma modeli, ikinci model ise yiz ifatee 6zel
siniflandirici modelidir. Oznitelik secim yontemierh iki modele farkli sekilde
uygulanmgtir. iki seviyeli modelde 6znitelik secimi 6nce birinceviye olan ve
bilinmeyen yiz vektorindn iki buydk sinifa ayrgdiseviyede yapilmgtir. Bunlar
Sinif 1 ve Sinif 2 olarak isimlendirilginde, Sinif 1 icerisinde 6fke,grienti ve korku
ifadeleri, Sinif 2 icerisinde ise mutluluk, Gzunt& sirpriz ifadeleri bulunmaktadir.
Ikinci seviye icin ise mevcut ¢ ifade arasinda gmsarici 6znitelikleri bulmak igin
Oznitelik secimi yapilngtir. Bu seviyede secilen dznitelikler her bir simginif ici
siniflandirma bgarisini artiracalekilde yapilmgtir. Buna gore ilk seviye icin bir ve
ikinci seviyedeki herbir sinif icin 0Oznitelik secinyapilms, toplamda Ug¢ farkl
Oznitelik modeli 6nerilmitir. YUz ifadesine 6zel siniflandirici modelinde entropiye
dayali 6znitelik secimi her bir temel ytiz ifadeghniayri ayri yapilnyg ve sonug olarak
bu model icin Fisher kriterinin en buyluk olglu alti farkli 6znitelik modeli

onerilmistir.

Onerilen yontemler BU-3DFE ve Bosphorus veritabanizerinde test edilrgive
umit verici sonugclar elde edilgtir. Onerilen yontemlerde tiim temel yiiz ifadelemini
yakin ve yiksek oranlarda taninmadoas) gostergi gozlemlenmgtir. Mevcut bazi
sistemlerde gorilen bir problem olan belli yiz dbatinin ¢cok yuksek, der yuz

ifadelerinin ise bgariyla taninmasi fakat ortalama taninmaabsinin yiksek olmasi,

Vi



Onerilen metodlarda tim ylUz ifadelerinde yakin riama oranlari elde edilerek

aslimistir.

Anahtar Kelimeler: Yuz ifadeleri tanimasi, Oznitelik secimi, entropi,

ylz biyometrisi, bilgi icegdi.
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Chapter 1

INTRODUCTION

Developments of Human-Computer Interaction (HCBtesns together with recent
advances in computer graphics and image processakg it possible to develop
algorithms for face processing. Face processingiefwcan be categorized into two
main categories which are facial analysis and fayathesis. The analysis studies
are mainly focused on the processing of facial esafpr face detection, face
recognition, face tracking and facial expressiaogaition. Two of the key elements
in facial analysis is the step of facial featur&r&stion and selection processes which
affect the overall performance of the system. Wa®greéhe synthesis studies are
concentrated on face modeling, facial animation &awal expression synthesis.

Figure 1 shows research directions on face praugssi

Since early 1990s, there have been a lot of resesrim face processing research
fields with the continuous improvements in imageagassing capabilities of digital
computers. Facial synthesis studies gained aetEerwith the improvements in
computer graphics. High speed graphics processipglilities make it possible to
synthesize a face in high resolution. One of thiestones in facial synthesis studies
is the face model Candide, which is proposed byorfsberg [1]. Candide

parameterized face model is still popular in masearch labs.

While facial synthesis studies are based on acedeate modeling, facial analysis

studies are focused on face detection, face trgckimd facial feature extraction and

1



selection. One of the most important parts of faarlysis studies is the accurate

face detection. A popular algorithm is the faceedtdr introduced by Viola & Jones

[2]. Research directions in face processing arevahio Figure 1.1.

FACE PROCESSING

/\

FACIAL ANALYSIS

1

[ FACE LOCALIZATION ]

&[ FACE RECOGNITION]
B>[ FACE TRACKING ]

[ EXPRESSION RECOGNITION]

APPLICATIONS

0[ HUMAN ID ]

o [ USER MONITORING ]

o [ EMOTION ANALYSIS ]

FACIAL SYNTHESIS

Il

[ FACE SCAN ]

E> [ FACE MODELING ]
B>[ FACIAL ANIMATION ]

| APPLICATIONS |

o [ A-V SPEECH UNDERSTANDING ]

o [ MODEL BASED VIDEO CODING ]

Figure 1.1: Face processing research directions.

Human face contains most of the information abdet feelings of a person and

human-computer interaction highly depends on ateufacial analysis. This

information can be expressed as facial movemermtdaaal expressions. Therefore,

these aspects of the face have been parameteyzeatler systems in the literature.

The two popular systems that parameterize faciataments are the Facial Action

Coding System (FACS) and Action Units (AUs) [3,at]d Moving Pictures Expert

Group’s MPEG-4 Facial Animation Parameters (FAPS) ip the literature. An



important milestone in 1970s in facial expressiesearch was the studies of Paul
Ekman and his colleagues [3, 4]. Ekman’s reseaindinigs were about the

classification of facial expressions into sevenidaategories namely anger, disgust,
fear, happiness, neutral, sadness and surpriset, llEeskman and Friesen developed
Facial Action Coding System (FACS) to code faciajpressions and facial

movements which they called action units [4]. Mo$tthese parameters can be
utilized in determining facial expressions of tlaeds. The thesis study is built on
Ekman’s findings about the classification of facedpressions and employs 3D

geometrical facial features defined in MPEG-4.
1.1Problem Definition

Since the early 1990s, many studies related talfaoipression recognition have
been published. The approaches differ accordinthéofeature extraction method
used, person dependency and classifier design. l@n ather hand, facial

representation is also an important part of a faipression recognition system. The
face can be represented using texture informafibnor 3D geometry, or the fusion
of both. Besides facial representation, the feaaxiaction and feature selection

processes are also vital for a successful expressemgnizer [6].

Recently, facial expression recognition studiesehlagen growing. Current research
activity in facial expression recognition is focdsen automatic facial expression
recognition and has achieved acceptable recognit@formances under controlled
conditions. There are still several challengesaitidl expression recognition studies
on which research is focused. One of the most itapbrchallenges is to select the
most discriminative features and represent the faceordingly for expression

classification. The facial representations usetheexpression recognition studies



are general representations for a face. Howevdr,aliadhe facial features carry
information when the face is deformed for an exgices For example, the centre of
the forehead is almost static in all facial expi@ss and animations. Thus, using all
the features presented in facial descriptors mayuse the classifier with similar
feature spaces over different expressions. Usidgnm#ant features may mislead the
classifier. The problem here can be celarly staeda feature selection problem
which is the method of finding the most discriminatfacial features. It should be
done specifically under facial expressions in ottdeprovide facial features that are
the best features discriminating facial expressiéiso, considering the spontanous
behaviour of facial expressions, the real-time Ueatextraction process is an
important challenge for the current systems. Exwacand tracking of facial features
in order to analyze facial movements should be doneal-time. Considering the
computational complexity of a real-time facial i@& tracker, the extraction and
tracking of unnecessary features will decreasesyiséem performance. A successful
feature selection process relaxes the featureatixtnapart so that not all the feature
are tracked in real-time, only the most discrimivetfeatures are extracted and
tracked. Redundant facial features are omittechenfeature exraction part. Other
challenges can be listed as follows:

e Facial expression categories can be extended fuftben the six basic

expressions and those expressions also shouladbgnieed.
* Head rotations and different views of the face [@s)gaffect automatic
recognition process.
* Recognition of spontaneous expressions.
* Real-time facial feature detection for expressioacognition. Most

expressions are recognized with a very high rataecotiracy and a few with



low rates of accuracy so the overall recognitiote ria fairly high, not all

expressions are being accurately recognized [7].

In the thesis study, the problem of feature sedactor improved facial expression
recognition has been focused. Information contdnthe facial features has been
analyzed in order to find the most discriminatieattires. Variance and entropy have
been used as the metrics of information contene fdpresentations of faces are
done by using 3D facial geometry including 3D posi¢s of and 3D distances

between the facial feature points which are desdribh Chapter 3 in details.
1.2Thesis Objectives

The thesis concentrates on the problem of featlexigon for 3D facial expression

recognition. The first objective is to use a goadef representation in order to be a
base for feature selection. There are several septations used in the literature for
face description [8]. Mainly, the human face cardbBned with appearance based or
3D geometry based features [9]. For facial expogsgcognition, the changes on the
facial information should be extracted. Skin bagedtures represent the facial
characteristics well, however, these features apegssed in 2D space. When the
face is deformed with one of the facial expressitims most of the changes are in 3D
space. Therefore, the face representation shogldde 3D information about the

facial characteristics. On the other hand, the f@mesentation should be robust
under limiting conditions such as illumination cgas. As a result, the 3D geometric
facial feature points are selected as they reptebenchanges on the face. The

details about the face representation are provid€&hapter 3.



The second objective of the thesis is to find adgolassifier to be used for facial
expression recognition system. By representingca veith 3D facial feature points,
the next objective is to classify 3D facial featp@nts as one of the six basic facial
expressions. Using geometric feature points yiefgrgsentation of a face as a row
vector. Then, the facial expression recognition bfgm becomes a vector
classification problem. Support Vector Machine (SMBlemployed as the classifier
as it is a well known, successful classifier fog trector classification problems [10].
SVM is used in two different ways, multi-class agrdup of 2-class classifiers. The

details about the classifier are presented in @Gnapt

The third and the main objective of the thesisoidurther find the most efficient
facial features based on 3D facial geometry whichl wiscriminate facial
expressions in the best way. Under this objectilie,aim is to find which facial
features carry the most of the information duringpression deformations of the
face. Also, this objective includes finding the tigas that provide the best
discrimination as well as the least confusion betwéacial expressions. Currently,
one of the most important challenges in facial egpion recognition systems is that
the most of the expressions are recognized witkra kigh rate of accuracy and a
few with low rates of accuracy so that the overatlognition rate remains high. In
the thesis study, this issue has been focusedhenfibature selection algorithms are
proposed to recognize each expression with clobalip rates. This objective is
achieved by analyzing the information content of faldial feature points during
facial expression deformations. Information contentanalyzed using the strong
metrics which is entropy. Novel feature selectiancedures which are the main

objectives of the thesis are presented in Chapter 5



1.3 Thesis Contributions

The thesis is focused on facial expression recmgngroblem using 3D facial

feature points. The thesis mainly contributes @iuee selection procedure. The
contributions of the thesis are listed below.

1.3.1 Variance Based Feature Selection for Expressi Classification

Feature selection is an important part of a faedgbression recognizer. Variance
based feature selection is one of the contributadrtbe thesis. The 3D positions of
facial feature points vary under different faciapeessions. The points with high
variance carry information during expression. Thests proposes a novel variance
based feature selection algorithm for 3D facialregpion recognition, explained in
Chapter 5, in Section 5.1 [11, 12].

1.3.2 Entropy Based Feature Selection for ExpressidClassification

The main contribution of the thesis is the novelr@my based feature selection
algorithm for person independent 3D facial expssiecognition. The variance
based feature selection algorithm is improved with next information content
metric, which is entropy. During facial expressaeformations, some facial feature
points have high entropy. Low entropy means a feapwint is not affected from
facial expression, even some of them are stabletdiVhereas, high entropy means
a feature point is very dynamic during expressiefonations and it is rich in terms
of information content. These high entropy featy@nts contribute to facial
expression recognition more than the low entropytso Thus, a feature point with
significant entropy means information rich point g4elect. Therefore, the feature
selection algorithm selects high entropy points ahdws that they improve the

recognition performance significantly [13].



In preliminary experiments, it is observed that soexpressions are confused like
anger and sadness. Most of the anger expressiahsaté wrongly classified are
classified as sadness. These confusions motivatesttidy in order to solve these
confusions. The attempt to solve these confusien® ifind out which expression
couples are confused. A study has been done almutclustering of facial
expressions using Fuzzy C-Means (FCM) clusterirgprithm. According to the
clustering algorithm results, anger, disgust amd éxpressions are grouped in group
1. The other expressions, happiness, sadness gmikslare also grouped in group
2. Therefore, a classifier model which classifiasiaknown expression in two levels
is used in the thesis. First, the unknown expressielassified as in Class 1 or Class
2 where Class 1 includes anger, disgust, fear, @adgs 2 includes happiness,
sadness, surprise expressions. The entropy bastddeselection algorithm selects
the most discriminating feature points for thetfiessel of classification: Class 1 or
Class 2. Then, the entropy based feature selectintinues for each class, selecting
different features for classification under eachsslin the first level. The details
about the feature selection based on two-levekifiaation model are provided in
Chapter 5 in Section 5.2 [13].

1.3.3 Expression Distinctive Classifier Model

The next contribution of the thesis is the featsegections for expression specific
classifier model for 3D facial expression recogmiti Each facial expression is
studied individually with the neutral expressiorddhe feature points which are the
most discriminative for that specific expressioe gelected. While some feature
points are discriminative, some others may conthgeclassifier. As a result, six
different facial feature combinations are propofiest are the most discriminative

features for each one. The classifier is modifiedet of accept-reject classifiers. An



unknown face vector undergoes to accept-rejectsifias for the six basic

expressions. There are six accept-reject classiiach of dedicated to a specific
expression. It is expected that, for example, ajeaface is accepted by the anger’s
accept-reject classifier, and rejected by the sthiérso, it is recognized as anger. In
case of multiple accepts within the accept-rejdasgifiers, a decision module is
running to make the final recognition decision fiee unknown face vector. Feature
selection procedures are based on entropy. Higbmnteatures which are analyzed
between neutral and a specific expression aretsdl¢¢]. The detailed information

is given in Chapter 5 in Section 5.3.
1.4 Overview of Thesis

The thesis expounds contributions which are entdogsed feature selections for
enhanced facial expression recognition. The thesimportant for enhancing facial
expression recognition with novel feature selecpoocedures. The proposed feature
selection procedures are expressed with two diffeckassification models. Chapter
2 includes review about facial expression studies miscellaneous research
directions. Overview covers research findings eslab face representation, feature
selection and automatic facial expression recagmitin Chapter 3, the details of
face representations used in the thesis study rasemed as well as the databases
used in simulations. Classification models used favel feature selection
procedures are explained in Chapter 4. Furthermitwe,motivations behind the
classification models used and their classifierhisctures are expressed. The
proposed entropy based feature selection procecanesprovided in Chapter 5.
Chapter 6 is the last chapter of the thesis in iugerall conclusions and future

directions are discussed.



Chapter 2

FACIAL EXPRESSION RECOGNITION

2.1 Introduction

Human facial expression studies have their origmsearly 1600s where first

categorization of expressions takes place [14]c&Sthen, facial expressions are in

the scope of psychological studies. Latest devetspsin digital computing in 19

century allow today'’s digital processors to be dbleletect and analyze human face

in digital images. Thus, facial expressions ardistliby computer scientists in order

to develop systems for automatic facial recognition
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Figure 2.1: A typical facial expression recognitgystem.

Facial expression recognition methodologies hawenbdeveloped mostly on still

images which is called static facial expressionogedion. Furthermore, facial
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expression recognition methodologies are appliedlytamic facial images in video.
In addition, dynamic recognition systems may emmoiemporal modeling of the
expression as a further step. In the thesis, thpgsed methods are applied to static

facial expression recognition.

A typical facial expression recognition system bannvestigated in three main parts
which are face acquisition, facial feature ext@ttand selection, and classification.
Face acquisition is the first step that locatesféoe in the image. The second step
after locating the face is to define the face wdhial features. There are several
methods for facial feature extraction till now, migi categorized in two broad
categories which are facial geometry based featamesappearance based features.
After feature extraction and selection, classifaatstep takes place to classify input
features as one of the facial expressions. A tygaaal expression recognizer is

illustrated by the steps given in Figure 2.1.
2.2 Historical Background

Earlier studies of facial expressions in 19th cgntwere pioneered by Charles
Darwin. In 1872, Darwin established the principles expression and the
descriptions of expressions. He did expressionyarsalfor humans and animals.
Darwin’s expression analysis also categorized Fa@gpressions in various
categories. Darwin’s findings about facial expresstategories were anxiety, joy,
anger, surprise, disgust, sulkiness and shynes$. &ahem includes sub categories.

He also defined facial deformations related to eaqgiression category [15].
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Charles Darwin’s categorization of facial expressi@lso includes the following
categorization where several kinds of expressioageouped into similar categories
[8].

low spirits, anxiety, grief, dejection, despair

joy, high spirits, love, tender feelings, devotion

reflection, meditation, ill-temper, sulkiness, detenation

hatred, anger

disdain, contempt, disgust, guilt, pride

surprise, astonishment, fear, horror

vV VvV VvV V¥V ¥V VYV VY

self-attention, shame, shyness, modesty

An important milestone in 1970s in facial expressiesearch was the studies of Paul
Ekman and his colleagues [3, 4]. Ekman’s reseaindings were about the
classification of facial expressions into sevenidasmtegories which are anger,
disgust, fear, happiness, neutral, sadness andsairpater on, Ekman and Friesen
developed Facial Action Coding System (FACS) toecddcial expressions and
facial movements which they called action units §\[#]. Facial Action Coding is
related to muscles. It includes the facial musdthet make changes in the face.
These activities of the face are called Action BifaUs). Their work is important
for the literature in the way that many researclieitewed for the developments of

current recognition systems.

Another milestone in facial analysis studies is thedel proposed by Moving
Pictures Expert Group (MPEG) in 1999. They standarthce and facial animation
parameters in MPEG-4 standard. The model introdaciete model with 83 feature
points defined (Figure 2.4), Facial Definition Pasters (FDPs), describing a face in
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its neutral state. MPEG-4 standard also definedF&8ial Animation Parameters
(FAPs) which are used to animate the face by theements of the feature points.
FAPs can be used to animate the faces and to syn¢heasic facial expressions [5].
Besides, FAPs can be used for facial expressioreseptation on a generic face
model. MPEG-4 FAPs are widely used in most of theearch labs for facial

expression synthesis and analysis studies [16.8]7,

Table 2.1: Expression related emotion categorigs [8

Basic Related Emotions
Expression
Rage, outrage, fury, wrath, hostility, ferocity,ttbiness, hate,
Anger loathing, scorn, spite, vengefulness, dislike, megsent.
Disgust Revulsion, contempt.
Fear Alarm, shock, fright, horror, terror, panic, hyséemortification.
Amusement, bliss, cheerfulness, gaiety, glee,njedis, joviality,
Happiness joy, delight, enjoyment, gladness, jubilation, lat satisfaction
ecstasy, euphoria.
Depression, despair, hopelessness, gloom, glumaelsappiness,
Sadness , .
grief, sorrow, woe, misery, melancholy.
Surprise Amazement, astonishment.

Human facial expressions may differ between differetions or cultures. Ekman’s
findings about six basic facial expressions havenba&lso stated that these are the
most distinguishable expression classes amondhaltaltures in the World [3, 4].
Besides, other than six basic expressions, hunw@mnisacapable of expressing other
various emotions. Table 2.1 summarizes related ienwtbelonging to six basic

prototypic expressions proposed by Ekman [8].

2.3 Face Acquisition

Face acquisition is the first step for an exprassazognizer. This step includes face
detection and localization and it is a key stepalhface and facial expression
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recognition systems. The main purpose is to loeadizd extract the face region and
facial information from the image, by extractingetiface region from the

background.

Several techniques have been developed for deteofidhe faces in still images.
The classification of the methods differs accordiogthe criteria used. Modeling
based approaches can be classified into two bratedjaries which are local feature
based methods and global methods. Local featuresdbaethod first localizes the
critical regions on the face such as eyes and mothlen the face vectors are
constructed using these localized features. Inglbbal methods, the entire facial

image is coded and considered as a point in higledsional space [19].

Face acquisition methods also involve reconstractb a 3D face from 2D face
images. One of the promising methodologies for aPefreconstruction from 2D
face images is the 3D morphable model method.isntilethod, 3D laser scans of the
faces are used to generate the model and pressistisal representation of the
facial geometry and texture. Another well-known hoglology is the model fitting.
Here, the 2D images are analyzed and the facitlifem are extracted, then the 3D
model is synthesized using the adapted 3D morphaiieel and 2D texture
information. A publicly available 3D morphable mbdepresented in [20, 21]. One
of the most popular 3D face model is the Candideckwvis also widely used in facial
animation [1]. In [16] and [18], 3D face reconstian from two orthogonal images

and single frontal face image are presented. Teteerfzodels are shown in Figure 2.2.
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Figure 2.2: 3D face models (a) Candide versiomB3D face model used in [16], (c)

3D face model used in [18].

Locating 2D faces in the images which is the faeection stage is an essential part
of many face related solutions including facial eegsion recognition. The most
widely used algorithm is the one proposed by Vienta Jones. In this popular face

detector, Haar-like features and AdaBoost algorittave been employed [2].

In the thesis study, BU-3DFE database has beenogethl In BU-3DFE database,
facial shape models, frontal view textures and &B geometrical feature point
positions are included for each subject. The detbbut the database are provided in

Chapter 3, in section 3.3.1.
2.4 Facial Feature Extraction and Selection

Representing a face from the face image is of utnmggortance for accurate facial
expression recognition. Besides, the selectiorthef most discriminative facial
features is a critical step for a successful d&sdgion process. The human face can
be parameterized with 2D or 3D geometry and textlinere are appearance based
or facial geometry based representations in tleealiire. A number of techniques
were successfully developed using 2D static im§b@}s In these studies, the face is
considered as a 2D pattern with certain textures éxpression variations can be

observed. Some methods analyze facial appearaaoge$ on the face or on critical

15



regions of the face. These approaches include th@ication of Principal
Component Analysis (PCA), Independent Component lysisa (ICA), Linear
Discriminant Analysis (LDA) and Gabor wavelets (GW)facial images [9]. In the
literature, considerable studies have been perfdro@sed on appearance. Wang et
al. [22] employed LDA based classifier system archieved 83.6% overall
recognition rate on the BU-3DFE database. Lyora.gR23] achieved 80% average
recognition rate using 2D appearance feature baSebor-wavelet approach.
Jiangang Yu and Bhanu improved evolutionary featgythesis for facial

expression recognition [24].

One of the most successful texture representatised in facial analysis is the Local
Binary Patterns. Local Binary Patterns (LBP) isastgated by Ojala et al [25] in
1996 for texture classification. Basic LBP opera®rshown in Figure 2.3. It is
applied to majority of texture classification prefrs including face recognition. In
2008, Shan et al. evaluated LBP features for penrsdependent facial expression
recognition and concluded that LBP features arecéffe and efficient for facial
expression recognition by supplying accurate faoggdresentation that describes

appearance changes well [26].
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Figure 2.3: Sample LBP applied to a face image fBiR3DFE database [27].
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The other efficient facial representation is the drased on facial geometry. There
are two main representations that researchersoflmving. The one is the Facial

Action Coding System proposed by Ekman and Frig¢gen

Table 2.2: Action Unit main codes [28].

Action Unit No. Action Unit Name Action Unit No. Action Unit Name
0 face 24 Lip Pressor
1 Inner Brow Raiser 25 Lips Part
2 Outer Brow Raiser 26 Jaw Drop
4 Brow Lowerer 27 Mouth Stretch
5 Upper Lid Raiser 28 Lip Suck
6 Cheek Raiser 29 Jaw Thrust
7 Lid Tightener 30 Jaw Sideways
8 I(_)iﬁ;se'rl'oward Each 31 Jaw Clencher
9 Nose Wrinkler 32 [Lip] Bite
10 Upper Lip Raiser 33 [Cheek] Blow
1 SZZ‘;E‘S;?' 34 [Cheek] Puff
12 Lip Corner Puller 35 [Cheek] Suck
13 Sharp Lip Puller 36 [Tongue] Bulge
14 Dimpler 37 Lip Wipe
15 Eigpcr:gsrgg: 38 Nostril Dilator
16 E%v;?ésl_sigr 39 Nostril Compressor
17 Chin Raiser 41 Glabella Lowerer
18 Lip Pucker 42 Inner Eyebrow Lowerer
19 Tongue Show 43 Eyes Closed
20 Lip Stretcher 44 Eyebrow Gatherer
21 Neck Tightener 45 Blink
22 Lip Funneler 46 Wink
23 Lip Tightener
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FACS introduces main face codes, head movementscae movement codes,
visibility codes and gross behavior codes. Tab® shows main codes of FACS.
Different expressions contain different combinatiafi AUs. For six basic

expressions, the related AUs are provided in T2l3428].

Table 2.3: Expression related facial action uri§] |

Expression Action Units
Anger 4,5,7,23
Disgust 9,15,16
Fear 1,2,4,5,20,26
Happiness 6,12
Sadness 1,4,15
Surprise 1,2,5B,26

The second efficient representation is the oneqweg by Moving Pictures Experts
Group (MPEG). In order to provide a standardizedlalacontrol parameterization,
the MPEG defined the Facial Animation (FA) list oénditions in the MPEG-4
standard. The first release of the MPEG-4 standac@me the international standard
in 1999. Facial expression recognition studies hesesl the MPEG-4 to define facial

expressions.

The neutral face model which has 83 geometric fegboints was introduced in the
standard as shown in Figure 2.4. MPEG-4 standaalddfined 68 Facial Animation

Parameters (FAPS) used to animate the face by tvements of the feature points.
FAPs can be used to synthesize basic facial expressand to animate the faces [16,
29]. In addition, FAPs can be used for facial expi@n representation. MPEG-4
FAPs are popular in most of the research labs tdoafacial expression synthesis

and analysis studies [18, 29].
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FAPs represent a complete set of basic facial r&tiocluding head motion, tongue,
eyes and mouth control. Studies about facial espresmodeling and synthesis [16,
17, 18] showed that the action of the FAPs on theler3D generic face model is
obtained by displacement functions for each veridre displacement functionsi

(x, y, z) of a vertex are computed according to plesition of the vertex in the
influence area, to the intensity of the FAP in tietated feature point(s) and an

additional weight for design issues as shown indiiqu 2.1 [5].
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The weightW in Equation 2.1 is based on the distance of timeexdrom the feature
point and the weight spreads decreasingly fromctmdre of the influence area. If a

vertex is not to be affected by the FARY, = 0 may be chosen.
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2D representations in both texture and geometryeisodre effective, however,
facial features that affect changes on the faceragtly in 3D space rather than 2D
surface. Also, many expressions include skin wasklfor example, forehead
deformations. Due to the limitations in describfagial surface deformations in 2D,
there is a need for 3D space features in ordeepoesent 3D motions of the face
successfully. In this context, 3D geometrical featpoint data are employed in the

thesis study from BU-3DFE database.

BU-3DFE database consists of 100 individuals withaSic prototypic expressions
and the neutral expression. All expressions cortalifferent intensities, 1 being the
lowest and 4 being the highest intensity for theesponding expression. The aim is
to model spontaneous facial expressions. Databadades facial shape models,
frontal view textures and 83 3D geometrical feafpoent positions for each subject.

The details about the BU-3DFE database are provid€dhapter 3, section 3.3.1.

Feature selection is one of the most importajestafter feature extraction process.
The extracted features, geometric or appearancedpadvays include redundant
information. On the other hand, using all the ected features may confuse the
classifier where some features play similar role®mg the expressions [13]. Thus,
an efficient feature selection algorithm can seldw best features that best
discriminate the facial expressions. There arearebestudies in the literature about
the feature selection procedures employed for lfdeatures specific to expression

recognition. Entropy based feature selection allgori for facial expression
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recognition using 3D geometric features is onehaf tontributions of the thesis.
Also AdaBoost and GentleBoost are the two algor#lused in feature selection [30,
31]. Fisher criterion and Kullback-Leibler divergenare employed to find the most

discriminative features [32, 33, 34].

There are considerable research studies publish@&Ue3DFE database. Soyel et al.
[35] proposed NSGA-II based feature selection atlgor and achieved %388.3
overall recognition rate using 3D feature distamme83U-3DFE database. Later they
proposed a facial expression recognition metho@&das localized discriminative

scale invariant feature transform and reached 9@®&8fage recognition rate [36].
2.5 Facial Expression Classification

The final stage in a typical expression recognitsgatem is the classification stage
where input face vectors are classified as onenefprototypic expressions. After
defining a face with extracted and selected fdealures, a face can be expressed as
a row vector. Thus, facial expression recognitioabfem is then considered as a
vector classification problem. Considering faciapeession recognition as a vector

classification problem needs a strong classifier.

There are several classifiers used in the litegaituiorder to classify vectors defining
facial information. Principal Component AnalysisC#®) has been further used in
facial expression recognition systems in ordeetiuce the dimensionality [33, 37].

The most widely used classifiers in 3D facial esgren recognition are Linear
Discriminant Analysis (LDA), Bayesian classifier§upport Vector Machines

(SVMs), Hidden Markov Models (HMMs) or Neural Netiks.
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LDA is a well known linear classifier that can bppled to facial expression
recognition. Wang et al. [22] used LDA based clamssystem and reached 83.6%

overall recognition rate on the BU-3DFE database.

Bayesian classifiers are probabilistic classifieisich depend on Bayes’ theorem.
They are also employed in facial expression studéebe et al. [38] evaluated

Bayesian classifier for authentic facial expressioalysis.

SVMs are other common classifiers which are usefhaml analysis. SVM is a
supervised learning model that can classify the patterns according to the input
known patterns. Sebe et al. [38] also evaluated Sdtvauthentic facial expression
analysis. Kostia and Pitas [22 state of the artpleyed multi-class SVM on
Candide’s geometric data for facial expression gaamn. In the thesis study, SVM
has been applied as a classifier. The details aheuSVM classifier used are given

in Chapter 4.

HMMs are also employed in facial expression analgsiidies. HMM is a statistical
Markov model in which unobserved system statesepted?ardas and Bonafonte
[39] employed HMMs in their facial expression reoigpn system and achieved
84% overall recognition performance on Cohn-Kandal@base, which is described
in Section 2.6.

Several neural network variations are applied tpression classification problem.
Artificial Neural Networks (ANN), Multi-Layer Pergdrons (MLP), the Hopfield
model, and Probabilistic Neural Networks (PNN) soene examples. Tian et al. [40]
employed ANNSs, Kotsia et al. [41] employed multedaSVM and MLP in their

studies. In 1999, the Hopfield model has been agdpin [69]. In 2008, PNN has
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been used as a classifier in [42] and achieved?8fe&tognition rate on BU-3DFE

database.
2.6 Facial Expression Databases

Starting from the early facial expression analygisto today’s recognition systems,
several challenges have been faced. In order &ukathese challenges, scientists
developed different databases for facial expresgoagnition. Although most of the

databases available for facial analysis are deeeldpr face recognition, there are

public face databases available which are dedidatéatial expression recognition.

Facial expressions are the results of spontanecmsements and animations in
human face. Thus, a natural facial expression datalshould be created with
subjects’ uninformed pure expressions which arestiegpshots from their real life
expressions. Sebe et al. [38] analyzed the maificdifes of capturing real
expressions of humans when a database is to beedreAccording to their
observations, the following conclusions have beathed:
* Emotions are observed in different intensities agnsubjects. Each subject
has different intensity level to express an emotion
« When subjects are informed before capturing theresgions, their facial
expressions become unrealistic.
* Because of laboratory conditions, a subject’s fai@ression may not reflect

his/her natural expression.

There are many databases available today that eers&i@ntists to analyze facial
expressions. Currently a number of 3D databasespabdicly available facial

expression modeling and recognition. The first 3Pression database appears in the
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study of Y.Chang et al. [43] in 2005 where sixibaxpressions of the subjects are
recorded in a real-time 3D video by using a camgpeojector scanning system. This
database is not publicly available. Later on, meystematic databases which are

publicly available have been developed.

The BU-3DFE database is one of the most widely yséialic databases available
which is introduced in 2006 by L.Yin et al. [45] @&haim to foster the research
studies on 3D facial expression recognition by ririfg this first publicly available
3D facial expression database. It includes fadiabs models, frontal view textures
and 83 3D geometrical feature point positions @@ adults including 56 female and
44 male subjects. Also, 2D facial textures of famadels are included. The six basic
expressions for each subject that are anger, distpar, happiness, sadness and
surprise are provided in 4 different intensitiesheing the lowest and 4 being the
highest intensity. The neutral faces are also plexvifor each subject with 2D texture
models and geometric feature points. There are 2ad@ples in total including 25

for each subject.

The Bosphorus Database represents a 3D face datapached with six basic
expressions in different poses. The expressiongredvare anger, disgust, fear,
happiness, sadness and surprise. In addition tdasic expressions, the database
contains action units of FACS. Facial occlusionshsas hand, hair or eyeglasses are
also included for the subjects. There are 105 stdbja total, 60 men and 45 women.
Besides action units, each face scan has been thatakeled with 24 3D facial
feature points. These points are selected fronreég®ns such as nose, eye corners.

There are 4652 samples in total including 31 te&#ples for each subject [46].
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The proposed algorithms of the thesis are testéanwell known facial expression
databases which are BU-3DFE and Bosphorus datab8lsesface representations

related to these two databases are explained iettteons 3.2 and 3.3.

The Cohn—Kanade facial expression database is enettlely used database for 3D
facial expression recognition [8]. It is also knoas CMU-Pittsburg database. The
database includes 486 sequences from 97 subjetagaln Action units, FACS, and
their combinations are included for each subjeetichEsubject was directed to 23
different facial displays. Six basic expressionstte face are included. Also, the
database includes the posed expressions. In 20&0extended version of this
database has been released, CK+, which includesé&@Bnces from 123 subjects.
Image sequences vary in duration from 10 to 60 ésanin the extended version 7
expressions which are anger, disgust, fear, happirsadness, surprise and contempt

are included together with the neutral. Also, 30sfdde presented [44].

Another popular expression database is the Facedrémn Grand Challenge

(FRGC) database version 2 (v2). It includes samiplamly for face recognition. In

addition to this, there are 1 to 22 samples for d@ijects including expressions. In
total, there are 4007 samples including 466 susijelifferent expressions which are
anger, disgust, happiness, sadness, surprise #iyd4i.

In the following table, the most widely used publiavailable 3D facial expression

databases which are mentioned above are listedaratnely.

26



Table 2.4: 3D facial expression databases.

D

Py

Py

No of No of Total Included
Database . Samples i
Subjects . Samples Expressions
per Subject
Anger, disgust, fear
BU-3DFE [45] 100 25 2500 happiness, sadness
surprise and neutra
Anger, disgust, fear
happiness, sadness
Bosphorus [46] 105 31-54 4652 surprise and neutra
+ Action Units
Anger, disgust, fear
. happiness, sadness
Exézﬂgzg Eﬁ?n' 123 22‘;’&2‘?3:5 5930 - 35580, surprise, contempt
and neutral + Action
Units
Anger, disgust,
FRGC v2 [47] 466 1-22 4007 happiness, sadness

D

surprise and puffy.

2.7 State of the Art

Since the 1990s, research on facial expressiomgnéaan has been growing rapidly.

Current research activity in facial expression gggtion is focused on automatic

facial expression recognition and has achievedpaabke recognition performances

under controlled conditions. There remain sevehalllenges in facial expression

recognition studies on which research is focusede ©f the most important

challenges is that not all expressions are beingurately recognized. Most

expressions are recognized with a very high ratecofiracy and a few with low rates

of accuracy so the overall recognition rate islyakhigh. In our study, we have

focused on this issue and propose different indégeinface definitions to recognize

each expression with high rates. Other challengase listed as follows.

* Recognition of other expressions than the six baxgiressions.

* The automatic recognition of expressions and Admfdifferent head angles

and rotations.
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* Recognition of spontaneous expressions.

* Real-time facial feature detection for expressieognition.

Since the early 1990s, many studies into facialresgion recognition have been
published. The approaches differ according to teduire extraction method used,
person dependency and classifier design. On ther bidind, facial representation is
also an important part of a facial expression radamn system. The face can be
represented using texture information, 2D or 3Dngetpy, or the fusion of both.
This is also related to the feature extraction aabbction processes [48]. Linear
Discriminant Analysis (LDA), Independent Componémialysis (ICA) and Gabor
wavelets are widely used methods in facial expoesanalysis [49]. In 2001, Tian et
al., reported 96.4% recognition rate of upper fAtks and 96.7% recognition rate of
lower face AUs on their own database [50]. Bourtlaé, achieved 83.31%
recognition rate using Tree Augmented Naive Bayesilassifier on their own
database [51] , Cohen et al., proposed the uselidden Markov Model to
automatically partition a video into different egpsion partitions in order to develop
a real-time system and reported 83.62% recognitiate with Stochastic Structure
Search classifier in 2003 [52]. Pantic and Patersetated mid-level parameters by
tracking 15 facial feature points and achieved 8&6Gecognition rate with Multi-
Stream Hidden Markov Model in 2006 [53]. Wang and Jroposed a topographic
modeling approach that treats the grey-scale inasge 3D surface and studied the
robustness against the disturbances of face regindsfacial expression intensity
levels [54]. Kotsia et al., employed Gabor featuséth multiclass SVM and Multi-

Layer Perceptron (MLP) and reported 91.4% recogmitate [55] . Lyons et al. [56]
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reported 80% average recognition rate using 2D appee feature based Gabor-

wavelet (GW) approach.

On BU-3DFE database, Wang et al. [22] used LDA tadassifier system and
reached 83.6% overall recognition rate. Tang andngy57] reached 87.1% average
recognition rate on BU-3DFE database using linearsegs connecting 3D facial
feature points. Later in 2008, Mpiperis et al. [8&plored the use of bilinear models
for facial expression recognition and achieved @dverage recognition rate. Soyel
et al. [35] proposed Non Dominated Sort Geneticofitbm 1l (NSGA-Il) based
feature selection algorithm and achieved 88.3% allveecognition rate using 3D
feature distances on BU-3DFE database. Later thegoged a facial expression
recognition method based on localized discrimireatiscale invariant feature
transform and reached 90.5% average recognitioa [@6]. Facial expression

recognition is still under research for next lesgdust recognition systems.
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Chapter 3

FACE REPRESENTATIONS FOR FACIAL EXPRESSION
RECOGNITION

3.1 Introduction

Creation of facial representation from the facegmas of utmost importance for

accurate facial expression recognition. On theerothand, selection of the most
discriminative facial features is also a vital step expression classification. There
are appearance based or facial geometry basedsegpaons in the literature. The
conventional methods for facial expression recaogmifocuses on the extraction of
data needed to describe the changes on the facein#er of techniques were
successfully developed using 2D static images [IBgy consider the face as a 2D
pattern with certain textures that expression vana can be measured. However,
facial features that affect changes on the faceratly in 3D space rather than 2D
surface. Also, many expressions include in-depih siotion, for example, forehead
deformations. Due to limitations in describing tdgurface deformation in 2D, there
is a need for 3D space features in order to repte8® motions of the face

accurately [45]. Therefore, we employed 3D georoakrfeature point data in our

research study.

In the literature, there are recognition systemsgudace representations with
geometric data on the face or the texture, appearbased representations. Also the
fusion of geometric and appearance based modefadial representation have been

used.
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One of the important representations used in theature is the one standardized by
MPEG-4 in 1999. MPEG-4 standard defined a face miodiés neutral state with 83
geometric feature points called Facial Definitiomrdmeters (FDPs). MPEG-4
standard also defined 68 Facial Animation ParammetEAPs) which are used to
animate the face based on FDPs. FAPs are also tosegnthesize basic facial
expressions [16, 17, 18]. Also, FAPs are effectif@ facial expression
representation. MPEG-4 standard is still populamiast of the facial expression

studies.

Another important representation is the one progpdsePaul Ekman and Wallace V.
Friesen in 1978 [4] based on the model propose@dnrHerman Hjortsj6 [59]. It is

called Facial Action Coding System (FACS) and cafiesmovements of the face.
Movements of individual facial muscles are encooig@ACS from instant variances
in facial appearance [3, 4]. FACS became a commodel to classify the physical

expression of emotions.

In the thesis, 3D geometric feature point data Hzeen used which are included in

MPEG-4 FDPs.
3.2 Face Representation Using BU-3DFE Database

In BU-3DFE, all expressions contain 4 differenemities, 1 being the lowest and 4
being the highest intensity for the correspondirgression. The aim is to model
spontaneous facial expressions. Database incladesd Ehape models, frontal view
textures and 83 3D geometrical feature point pms#tifor each subject. Facial shape
models are created with 3D face digitizer and faaage data is captured. The

system projects a random light pattern to the abged captures the shape with
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synchronized cameras. Then, a single 3D polygofaseirmesh is created for the
face by merging all the information coming from siameras [45]. 83 selected
feature points are then picked from the 3D face ehashown in Figure 1 (c). The
3D pose of the face affects this process, so oddafiacial models inherently contain
varying poses. The pose of the model is calculayeconsidering three vertices; two
from eye corners and one from nose tip, and theemisdoriented using a normal
vector with respect to the frontal projection planehe feature detection algorithm
used in the creation of BU-3DFE database alreadyrporates some of the
corruptions that can be introduced by possible mmerds of the head, including
rotations. Model projections with respect to thental projection plane are open to
corruptions on some of the 3D feature point pos#joand those corruptions are
already embedded in the available data. There®8e3D feature point positions
from BU-3DFE database reflect facial behavior fealrlife application and can
represent a face with high accuracy in 3D. FigufeilBistrates facial shape models,

texture models and 83feature points from BU-3DFtaluase.

The 3D pose of the face affects geometrical feagxteaction process, so obtained
facial models inherently contain varying poses. Tdaure detection algorithm used
in the creation of BU-3DFE database already inc@i@s some of the corruptions
that can be introduced by possible movements ofhtb&d, including rotations.
Model projections with respect to the frontal pobjen plane are open to corruptions
on some of the 3D feature point positions, and @hosrruptions are already
embedded in the available data. Therefore, we gragdld83 3D feature point
positions from BU-3DFE database that they reflemtidl behavior of real life

application and can represent a face with high raoyun 3D.
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Figure 3.1: 2 individuals from BU-3DFE Databa®), a female sample with
frontal texture(first row) range image based facial shape mgsetond row),(b) a
male sample with frontal textu@irst row) range image based facial shape model
(second row)and(c) 83 facial feature points selected.

The computational complexity of the feature eximctstage depends on the
extraction of geometric features provided in BU-BDHBatabase. The database is
created from the facial range data and the shapdelmmbtained from 3D face
digitizer. The system projects a random light patti® the object and captures the
shape with synchronized cameras. Then, a singlpd@on surface mesh is created
for the face by merging all the information comifigm six cameras. The feature
points are then picked from the 3D face model [43lis process is limited by the
speed of the face digitizer used and captures sxotypic expressions with 4
different intensities. In real-time, facial expness are the spontaneous behaviors of
the face. Thus, these 4 levels are designed inr daleeflect this spontaneous

behavior of the face. Examples including intenktyels are provided in Figure 3.2.
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Figure 3.2: Facial expressions with 4 intensityelet is the lowest (leftmost)
and 4 is the highest intensity (rightmost) provide@U-3DFE Database.
(a) Anger,(b) Disgust,(c) Fear,(d) Happiness(e) Sadnesqf) Surprise.
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In the thesis, the face representation used isdbasethe geometric feature points
provided in the MPEG-4 FDPs. The Figure 3.3 shdvesfeéature points considered
for face representation. The feature selectionrétgo uses all the feature points as a

basis for further improvements on expression rettimgnsuccess.

Consider a 3D facial feature point consisting akéhvertices as given in Equation
3.1. By using facial feature positions, each faceepresented by a face vectey,.
This face vector is obtained from the ordered aeament of 3D feature point
vertices (x, y and z for each point) and is credtedcach expression of the subject.
Equation 3.2 shows how a face is represented axtarvof 3D feature positions.
Face vectors are then combined into a matrix, faatix, FM, and recognition tests
are performed using this matrix, shown in EquaBd, where n denotes number of
face vectors. Training and test sets for the diassire derived from the subdivisions

of FM into two parts.
Vi, Viz} (3.1)

ij{vl V, V... .\/q} (3.2)

FM =| 2 (3.3)
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Figure 3.3: 83 Facial feature points used for fagpeesentation [45R) on neutral
face,(b) Anger,(c) Disgust,(d) Fear,(e) Happiness(f) Sadness, and) Surprise
expressions.

3.3 Face Representation Using Bosphorus Database

Face representation based on 3D geometric fa@#lr points is also implemented
by using the 3D feature point data provided in Busps database. In Bosphorus
database, there are 105 subjects, 60 male and malefe Occlusions such as

eyeglasses or hair are added together with vaposss. There exist 54 face scans
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for each subject, except 34 of them which has 8# fecans. The total number of

face scans is 4652.

Each sample includes a color image, a 2D landmidekwiith the corresponding

labels, a 3D landmark file with the correspondimdpdls and a coordinate file
including both 3D and 2D coordinates. Sample faomrges of a male and a female
from Bosphorus database are illustrated in Figude Bhe geometric feature points

are labeled manually on each face as shown in &g [46].

(@) (b) (€) (d) (e) (f)

Figure 3.4: Two individuals, one male and one fam@ibm Bosphorus Database
with 6 basic facial expression) anger (b) disgust,c) fear,(d) happinesse)
sadness and) surprise.

Considering a 3D facial feature point consisting tbfee vertices as given in
Equation 3.1, a face vectdfV is obtained from the ordered arrangement of 3D
feature point vertices similarly with the implematmdn based on 83 feature points
presented in BU-3DFE database. But in Bosphorusbdae, because of the number
of 3D facial feature points, the face vedtd, takes the form as in Equation 4 where
m represents number of manually labeled featuretpolfguation 3.4 shows how a

face is represented as a vector of 3D feature iposit Face vectors are then
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combined into a matrix, face matrikM, and recognition tests are performed using

number of face vectors @sshown in Equation 3.5.

v, :[vl V, V..V, (3.4)

I
N

FM (3.5)

1-6. Inner/middle/outer evebrow
7-8. Outer left/mght eye comers
9-10. Inner left/right eve comers
11-12. Nose saddle left/right

13. Left nose peak

14. Nose tip

15. Right nose peak

16. Left mouth comer

17. Upper lip outer middle

18. Right mouth comer

19. Upper lip mner muddle

20. Lower lip inner nuddle

21. Lower lip outer nmddle

22. Chun middle

23-24_ Ear lobe left/right

Figure 3.5:3D Facial feature points contained in Bosphorualake [46].
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Chapter 4

CLASSIFICATION MODELS FOR FACIAL EXPRESSION
RECOGNITION

4.1 Support Vector Machine

Facial expression recognition can be considered wasctor classification problem
after representing a face with facial feature mias a row vector. Thus, this
classification problem requires a strong classiffrpport Vector Machine (SVM) is

selected as the classifier as it shows high pedona for vector classifications [61].

SVMs are supervised learning models that trainsMkndata and recognize patterns.
An SVM training method constitutes a classifiertthasigns unknown samples into
one of the trained classes. An SVM model firstreai with a given set of training

examples. Training phase results in a linear diassihat separates the training
examples into known two classes. New examples la@e mapped into that same

space and assigned a category which they fall.

SVM constructs a hyper-plane in a high dimensisdce that is to be used for
classification. A good hyper-plane that separates ttaining examples into two
classes is obtained by finding the largest distdadbe nearest training data points

of the classes.
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The SVM algorithm was proposed by Corinna Cortab ®tadimir N. Vapnik in
1993 [62]. Later, it has been used by many reseascko solve classification

problems like facial expression recognition [9,.61]

The facial expression recognition is a multi-clatsssification problem in which
faces are classified as one of the six basic egjmes. Thus, a multi-class classifier
is needed. SVM can be modeled in order to be usedulti-class classification in
two popular ways. The first way is to use one-bg-atassifiers between every pair
of samples and then applying majority voting stygteThe second way is to
distinguish between one of the classes and thethastis one versus all method.
Then, a winner-takes-all strategy is applied whitve classifier with the highest
output function is selected. The multi-class SVMplementations which are one-
versus-one and one-versus-all methods are explaméte sub sections 4.1.1 and
4.1.2 respectively.

4.1.1 Multi-Class SVM Classifier Model Using One-w©ne Approach

In the thesis study, the Ekman’s findings aboutdlassification of facial expressions
have been followed. According to Ekman’s classtfag facial expressions can be
categorized in six basic expressions which are randisgust, fear, happiness,
sadness and surprise [3, 4]. Thus, these six exipresconstitute the classes of the

multi-class classification problem.

In two-class SVM classifier model, many SVMs aredisn order to implement the
multi-class approach. Considering six basic prqiatyexpressions, the system
employs six classifier modules each consistingiftéen 2-class SVM classifiers.
Each SVM classifier uses a linear kernel functidot product, which maps the
training data into kernel space. The classifier nd@dised for each expression is
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depicted in Figure 4.1. This classifier module uaesunknown facial feature point

definition as a face vector and runs fifteen 2£I8YM classifiers. The fifteen 2-

class classifiers are the result of all paired domtions of the six basic expressions,
that are anger-disgust, anger-fear, anger-happirsgger-sadness, anger-surprise,
disgust-fear, disgust-happiness, disgust-sadnessgust-surprise, fear-happiness,
fear-sadness, fear-surprise, happiness-sadnesginbsg-surprise and sadness-
surprise classifiers. Then, majority voting is apglto determine the recognized

expression. Each SVM classifier module is trainegbsately.

| Facial Feature Points |

4

15 SVM Classifiers with
Selected Feature Points

Anger | Anger | Anger Anger Anger | Disgust | Disgust | Disgust | Disgust Fear Fear Fear Happ. Happ. | Sadnes
Disgust Fear Happ. | Sadness | Surp. Fear Happ. | Sadness | Surp. Happ. | Sadness | Surp. | Sadness | Surp. Surp.

I Majority Voting |

| Recognized Expression l

Figure 4.1: Multi-class SVM classifier module inding 2-class classifiers for basic
facial expressions with one-vs-one approach.

Initial test results are given in Table 4.1 usihg multi-class SVM implementation
given in Figure 4.2. All 83 3D facial feature poipbsitions are used which are
presented in BU-3DFE database. The intensity leopidered in our experiments is
level 4, which is the highest intensity. In tot@ce matrixFM (Chapter 3, Equation
3) is constructed by using 600 row vectors of 18@le persons with 6 expressions
describing 600 faces. The classifier model employeludes 15 two-class SVM
classifiers including all the paired combinatiorfsoexpressions. These two-class
classifiers are trained separately with 90% ofrthve vectors oM and 10% of row
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vectors are used in testing. The test resultseperted after applying 10-fold cross

validation.

Table 4.1: Confusion Matrix for Recognition Raté$S¥M Classifier in Figure 4.1
using 83 feature points.

Expression _ Recognition Rate _(%) _
Anger Disgust Fear Happiness Sadnessg Surprise

Anger 90 0 0 0 10

Disgust 0 80 10 10 0 0
Fear 10 10 70 10 0 0
Happiness 0 0 10 90 0 0
Sadness 10 0 0 0 80 10
Surprise 0 0 0 0 10 90
Overall 83.33

4.1.2 Multi-Class SVM Classifier Model Using One-vll Approach

In this classifier model, the six basic expressitasses are used in one-versus-all
logic. Two-class SVMs are modeled in this mannéemntplement multi-class version.
First, an unknown face vector is classified aceuydio anger expression. The
classification is done by classifying as angerher ¢lass including all the rest of the
expressions. If the result of the first classifiocatis the second class (other 5
expressions), then the unknown face vector undergo® second classification
process. The second classification process incldggist or the rest classification.
If again the unknown vector is classified as theosd class, it continues with the
third classification process for fear expressiom &® on. The nested two-class
classifiers implement the multi-class architectuféere are 5 classifiers in total
which are anger — rest (disgust, fear, happinemdness, and surprise) classifier,
disgust — rest (fear, happiness, sadness, andss)rplassifier, fear — rest (happiness,
sadness, and surprise) classifier, happiness {gaghess, surprise) classifier, and

sadness — surprise. The last classifier is a tassctlassifier that classifies among
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sadness and surprise expressions. The resulting-ctagds expression classifier is

shown in Figure 4.2.

| Facial Feature Points |

U

| Anger— Rest |‘| Disgust— Rest |‘| Fear— Rest |»| Happiness—Rest |»| Sadness— Rest |‘| Surprise— Rest |

‘Disgust Anger Aanger Anger Anger Anger
Fear Fear Disgust Disgust Disgust Disgust
Happinass Happiness Happiness Fear Fear Fear
Sadness sadness sadness Sadness Happiness Happiness
Surprize Surprise Surprise Surprice Surprise Sadness

4

| Recognized Expression |

Figure 4.2: Multi-class SVM classifier module inding 2-class classifiers for basic
facial expressions with one-vs-all approach.

Initial test results are given in Table 4.2 usihg multi-class SVM implementation
given in Figure 4.3. All 83 3D facial feature poipbsitions are used which are
presented in BU-3DFE database with the intensirglld. In total, face matri¥M
(Chapter 3, Equation 3.3) is constructed by usi@f fw vectors of 100 sample
persons with 6 expressions describing 600 facese s the previous test. Each of
the two-class classifiers is trained separatelyr 2% of the row vectors of FM and
10% of row vectors are used in testing. The testllte are reported after applying

10-fold cross validation.

It is seen from Tables 4.1 and 4.2 that the perfmwe of the multi-class SVM
implementation using two-class model which is basedne-vs-one SVM classifiers
and majority voting, is better than the other ofllso, the evaluation of multi-class
SVM models in [67] states that one-vs-one modeiopers better. Thus, at this point

the first multi-class SVM classifier model is sabt and the rest of the study uses
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this model as the basis classifier. Using this sifees model, a coarse-to-fine
classification model and the proposed expressisiindtive classification models are
developed for facial expression recognition which explained in sections 4.3 and

4.4.

Table 4.2: Confusion Matrix for Recognition Raté$S¥M Classifier in Figure 4.2
using 83 feature points.

Expression _ Recognition Rate _(%) _

Anger Disgust Fear Happiness Sadnessg Surprise
Anger 76.25 6.25 5 0 12.5 0
Disgust 7.5 80.00 7.5 1.25 1.25 2.5
Fear 2.5 11.25| 68.75 5 10 2.5
Happiness 1.25 0 12,5 83.75 1.25 1.25
Sadness 12.5 5 1.25 1.25]| 80.00 0
Surprise 0 3.75 3.75 1.25 0 91.25
Overall 80.00

4.2 Fuzzy C-Means (K-Means) Clustering

Fuzzy C-means (FCM) or K-means clustering is a mpmethod for unsupervised
learning algorithms. It divides the data into ckssvhich is called the clustering
process. The main aim here is to collect similan@as into the same class whereas
dissimilar samples should appear in different das®epending on the nature of the
data and the purpose for which clustering is beisgd; different measures of
similarity may be employed. Distance is one of thest widely used examples of

similarity measures.

In FCM clustering, rather than separating the data itriot classes, every sample
has a degree of belonging to clusters. This igekalt of fuzzy logic. Thus, samples
on the edges may be in the cluster to a lesseredetjan points in the center of

cluster [66].
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FCM clustering provides better results than k-meafgorithm for overlapped

datasets [68]. Also, a sample may belong to mae tne cluster. These advantages

of FCM clustering motivate the study to use itfiacial expression clustering.

Each samplex has group of coefficients indicating the belongtoghek™ cluster.

The centre sample of a cluster is the mean ofaatipdes, weighted by degree
belongingwk(x), shown in Equation 4.1.
S ewp(x)
Cp = .
S w(a)” 4.1

of

1. Begin — initialize number of samples (s), numbeclokters (c), mean poin

and probabilities of belonging to clusters.

2. Normalize probabilities of belonging to clusters

3. Do

4. Classify n samples according to nearest mean

5. Compute mean again

6. Compute the probability (coefficient) of nidmeging to clusters

7. While means and coefficients are not changing Baamtly

]

Figure 4.3: Fuzzy C-Means (FCM) algorithm.

Samples are classified into clusters according soralarity metric. The algorithm

minimizes with respect to this parameter. The madely used similarity metric is

the distance. The options can be listed as squBredidean distance, sum of
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absolute differences, cosine, in which one minus dbsine of the included angle
between points, Hamming distance where it is adghebinary data and correlation,
which is one minus the sample correlation betweeimmtp. The FCM clustering

approach is used in the thesis in order to clubeexpressions into two big classes.
Correlation has been employed as the metric ofadicg which measures the

similarity between the feature points. The FCM alhm is given in Figure 4.3.
4.3 Two-Level Coarse-to-Fine Classification Model

Multi-class SVM implementations (Figures 4.1 and2)4provide acceptable
recognition rates for facial expression recognit{dables 4.1 and 4.2). However,
from Tables 4.1 and 4.2 it is observed that thefusion matrix shows significant
confusions between some expressions. For exanmplEable 4.1 row 1 shows that
15% of anger expressions are classified as sadi@sslarly, 11.25% of fear
expressions that are tested are classified as disgihese confusions motivate a

clustering study among the expressions.

In order to create a discriminative expression spae adapt SVM classifier into
two-level classification process. This proposalmetivated by preliminary test
results showing confusions between classes. Moredwazzy C-Means (FCM)
clustering algorithm has been employed among &legiressions to investigate the
correlations between the expressions. The algorgkparates the expression data
into two clusters. As FCM parameters, exponentHerpartition matrix is selected as
2.0 and the minimum amount of improvement as edrdlation is selected as the
measure of distance. With the number of iteratitmesng 100, the clustering
algorithm separates more than the halves of theesgmns anger, disgust and

sadness in cluster 1, whereas, more than the hafvwbe expressions fear, happiness
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and surprise are in cluster 2. However, with thedased number of iterations, we
achieved the grouping of anger, disgust and fegressions in cluster 1, and
happiness, sadness and surprise expressions iterclisThe results of the FCM

clustering algorithm on BU-3DFE expression datgiien in Table 4.3. Values in

Table 4.3 indicate the number of occurrences irh eduster, for every expression.
There are 600 samples, 100 for each expressiorthendlgorithm separates them
into two clusters. Therefore, the grouping of angksgust and fear expressions in
one class is the result of the FCM clustering atgor and the confusions between

them also supports this conclusion.

Table 4.3: Results Obtained Using Fuzzy C-Meanst€ting.

No of 100 Iterations 200 Iterations 500 Iterations
lterations | Cluster | Cluster | Cluster | Cluster | Cluster | Cluster

/[Expression 1 2 1 2 1 2

Anger 65 35 65 35 65 35
Disgust 51 49 55 45 54 46
Fear 42 58 58 42 58 42
Happiness 45 55 45 55 44 56
Sadness 52 48 48 52 48 52
Surprise 45 55 45 55 45 55

Accordingly, we have organized the classifier syste two levels. In the first level,
the unknown input vector is classified into onetloé two main classes: Class 1
including anger, disgust and fear, and class 2udif happiness, sadness and
surprise expressions. First classification stepsusk of the 15 2-class SVM
classifiers and employs majority voting among twaimmclasses. Then, the input
vector undergoes another classification process,iartlassified as one of the six
basic expressions in the second level of the ¢leaon: Class 1 or Class 2. Hence,
an unknown face vector undergoes a two-level dlaasbon process and classified

using SVM classifiers, as shown in Figure 4.4.
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The second level of classification process use¥d Slassifiers for each main class
including all the combinations of expressions iwedl. Similar to first level

classification, the second level also employs nitgjamoting among 3 expressions.
Class 1 of second layer classifier includes angggust, anger-fear and disgust-fear
classifiers, whereas Class 2 includes happinessesad happiness-surprise and
sadness-surprise classifiers. The expression witd maximum number of

classifications is selected as the recognized sspr. The two level architecture of

the classifier is depicted in Figure 4.4.

N = rmvensrrre [ i
| | Facial Feature Points | .
! 1
! 1
! 1
! 15 SVM Classifiers with 71 1
: Selected Points 1
1 Anger Angel Anger Anger Anger Disgust | Disgust | Disgust | Disgust Fear Fear Fear Happ. Happ. Sadnes 1
Disgust | F Happ. | Sadness | Surp. Fear Happ. | Sadness | Surp. | Happ. | Sadness | Surp. | Sadness | Surp. | Surp. 1
! 1
| - Level 1
| Majority Voting I
! )
:_ I Class 1 I | Class 2 | I
! [ seiectedronn | [ selectedeoing | !
| d Points d Points 1
1 Anger Happiness | Happiness Sadness
1 . ; < i 1
| | Majority Voting | | Majority Voting l I
I 1
I I
I ]

| Sadness

|Dh&ll“| | Faar l IH-pPlnm

Figure 4.4: 2-Level SVM classifier system usedfémial expression recognition.

4.4 Proposed Expression Distinctive Classification

Furthermore, the classification performance of gpression can be maximized by
considering the expression distinctive featuresusThn order to apply expression

distinctive feature selection, there is a needeigression specific classifiers.

In proposed expression distinctive classificatioaded, the classifier modules are

designed for each of the basic expressions reguttim total of 6 classifier modules.
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Each module uses its own facial feature points wiaie the outcomes of entropy
based feature selection algorithm. Then, eachifierssiodule generates a decision
as acceptance or rejection. Each classifier modaleerates acceptance if the
unknown face vector is recognized as the expressamme of the classifier module.
Otherwise, it is rejected. For example, if the angassifier module recognizes the
unknown expression as anger, then it is acceptetthdoyanger classifier module. If
one of the other expressions is recognized in tigerclassifier module then it
generates a rejection. A similar process is coraglér the other classifier modules.

The overall classifier design is shown in Figure. 4.

Obviously, an anger expression is expected to bepted by the anger classifier
module and rejected by the other five classifiedaoies and vice versa. But some of
the test cases show that an unknown expressioteatcepted by more than one
classifier module. In case of multiple acceptantes,overall classification process
goes through a decision module to classify the anknexpression as one of the
accepted expressions. In order to achieve thi$ fewgnition, the decision module
uses the 2-level SVM classifiers including the @ted expressions. If there are more
than two accepted expressions, then the decisiatul®@mploys all combinations
of the 2-class SVM classifiers of the accepted esgions. The final recognition is

achieved by majority voting. The decision moduldegpicted in Figure 4.6.
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Figure 4.5: Accept-reject classifier system folidhexpression recognition.

SVM classifiers use 3D facial feature point posii@s the inputs. 3D facial features
are arranged as a row vector and used for facaeitiefi vector. Each face vector
consists of 3D facial feature positions describenface. All selected facial feature
positions are arranged as a row vector for each. f@onsider the row vector
definition of a facial feature point as shown inuatjon 1, where/; is a 3D vector

definition of thei™ facial feature point ang, y, zrefers to the dimensions of the 3D

space respectively.

I 6 Classifier Modules I
l Acceptance/Rejection I

44844

Select 2 Class SVM Classifiers
of Accepted Classes

Anger Anger Anger Anger Anger | Disgust | Disgust | Disgust | Disgust Fear Fear Fear Happ. Happ. | Sadnes
Disgust Fear Happ. | Sadness | Surp. Fear Happ. | Sadness | Surp. Happ. | Sadness | Surp. | Sadness | Surp. Surp.

| Majority Voting |

| Recognized Expression |

Figure 4.6: Decision module for final recognitiohaccepted expressions.
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Chapter 5

FEATURE SELECTIONS FOR ENHANCED 3D FACIAL
EXPRESSION RECOGNITION

5.1 Introduction

The selection of most discriminative features fepression recognition problem is
also a critical stage. MPEG-4 defines FDPs and Fé#s generic face model to
represent basic facial movements as well as expres§3]. Facial expressions are
modeled with the deformations on the neutral faceding MPEG-4 FAPs [3]. The

motivation of the novel feature selection methodpaised in the thesis is therefore

the working principle of MPEG-4 FAPs.

FAPs represent a complete set of basic facial m&tiocluding head motion, tongue,
eye and mouth control. Our previous studies abaciaf expression modeling and
synthesis [1, 2] showed that the action of the FARghe whole 3D generic face
model is obtained by displacement functions forheaertex. The displacement
functionsA i (x, y, 2) of a vertex are computed according to the pasitibthe vertex

in the influence area, to the intensity of the FARhe related feature point(s) and an

additional weight for design issues as shown indiiqu 5.1 [3].

AT [wi
A, | =|Wi, [*W'j* FAP, (5.1)
AL | (Wi,
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The weightWi is based on the distance of the vertex from thtufegoint and the
weight spreads decreasingly from the centre ofinflaence area. If we want that

vertex not to be affected by the FARVj = 0 may be chosen.

It is seen from MPEG-4 FAP implementation that @litgh most of the FDPs are
affected among 6 basic expressions, some FDPs eaklwinfluenced or even not
affected by facial expression deformations. Thid fastifies the motivation of the
feature selection procedure which is applied toaettthe most informative feature

points that can identify facial expressions.

5.2 Variance and Entropy

Variance and entropy are strong metrics that haen lused to measure uncertainty
and information content. They show similar verdicis information content of
distributions when the data are informative on riiean with known variance, such

as Gaussian distribution [60].

Variance measures how set of numbers is distribvAedariance of zero indicates
that all the values are identical. It is a non-niegavalue. Being a small value means
the data is spread around the mean. High variamansithat the data is distributed
away from the mean and from the others. The vagiafi@ random variabl¥ is the
squared deviation from the mean (expected valgeE[X] as shown in Equation

5.2.

Var(x) = E[(X - 4)°] (5.2)

When we consider facial expression recognition thase3D geometric positions of

the facial feature points, variance metric can aettithe feature points which are
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active during expression deformations. The variam@sed feature selection

algorithm is explained in Section 5.4.

Entropy is a measure ofrandomness, in other wortdsis a measure of
unpredictability of information content. The origdh entropy concept arises from the
studies of Ludwig Boltzmann in 1877. Entropy hasrbegiven a probabilistic
interpretation in information theory by Claude Sham in 1948. In the 1960s, Henri
Theil developed applications of information theary economics collected in
Economics and Information Theory (1967) and SiaaktDecomposition Analysis

(1972) based on entropy [63].

Entropy conveys the expected information contena @irobability distribution. Let
Xi stand for an event angl for the probability of the event;XLet there ben events
X1, ..., % with probabilitiesp; ,..., p where summation of af gives 1. Since the
occurrence of events with smaller probability meanmse information, a measure of
information H is a decreasing function gf. In 1948, Shannon proposed a
logarithmic function to express informatiéi(X), X with possible values of; to x,
given in equation 5.3. In Equation 5I8is the base of the logarithm (common values

are 2 and 10) [63].

H(X) = _Zi P(x )log, P(x) (5.3)

The proposed feature selection process employsm@fiton content metric, which is
entropy that selects the most informative featucents for facial expression
recognition. Higher entropy refers to the featuoepwhich is affected significantly
from the expression deformation. Hence, high entri@ature points contain more

information on the expression. Extracting and tnaglonly the selected high entropy
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features help improving the recognition performafdeerefore, features are selected
with the assumption that the level of entropy isrelated with the level of

information that respective feature point carries.
5.3 Fisher’s Criterion

Fisher's Linear Discriminant Analysis (LDA) is a thed of projecting data into a
line in order to find the optimum separation. Aftprojection, Fisher's LDA
performs classification on the projected line. Thigerion is to find the maximum
distance between the means of the two classeseoprtjected line. At the same
time, within class variance is minimized. This de8 the Fisher’s criterion which is
widely used in pattern recognition applications luding facial expression
recognition [8]. The criterion functiodis shown in Equation 5.4 for all projections
of w wherem represents the mean, asfdepresents variance. The subscripts denote
the class number. Rather than using varianceseaddamples, a common method is to
define scatter for the projected samples. Thentwe matrices which are called
within-class scatter matrix and between-class ecatatrix are used. A simple scalar
measure of scalar is the determinant of the matising this measure, the Fisher’'s
criterion functionJ becomes the ratio of determinant of the scattdrioes, given in
the Equation 5.5. The Fisher’s criterion used ia tihesis can be expressedpam
Equation 5.5 where §f stands for the determinant of between classescatatrix

and |Qy| stands for the determinant of within class scatigtrix [65].

3 | m -m |
J(w)= 512 +822 (5.4)
O = |S| /|9 (5.5)

Fisher’'s criterion given in Equation 5.5 is compltéor several classes and

maximized for feature selection procedures.
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5.4 Variance Based Feature Selection for ExpressidRecognition

Variance based feature selection method employsanag as the metric of
information content. During facial expression deiations, facial feature points that
have high variance are selected by assuming tegtdarry more information about
the expressions. In order to achieve this seleaifahe facial feature points which are
highly affected by facial expression deformatidhg, variances of each feature point
in 3D for the 6 basic expressions and a neutrad fa® measured and analyzed.
Equation 5.6 is used to compute the variances wKésea 3D feature point position
and p is the mean value for the related featuret@nong 6 basic expressions and

neutral.

Var(x) = E[(X - £)?] (5.6)

The feature selection algorithm starts with thetriigtions of 83 feature points.
Feature point positions are used in 3D, shown gufé 5.3. The 3D data of each
feature point is transformed into a magnitude vdlyeising Equation 5.7. Then, the
face matrixFM takes the fornFM(D) in Equation 5.9 includingV(D) values for
each face vector shown in Equation 5.8. For eastilaution, considering the

minimum and the maximum feature point magnitude@ah histogram is generated.

Vi(D) =V, * 4V, " +V, ° (5.7)

Fv(0), =MVi(D) V(D) Va(D)......Vy (D) (5.8)
FV, (D)
FV,(D

FM(D) = 2® (5.9)
FV_(D)
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Figure 5.1: Histograms of (a) the highest variaftjehe lowest variance feature
points.

The histograms of feature points with the highest the lowest variance among 6
basic expressions are shown in Figure 5.1. Trairsagples from BU-3DFE

database are used in variance analysis. The databelsdes 100 samples with 6
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basic expressions of intensity level 4 (highesensity). 90% of these samples are
used for training and 10% are used for testing. fraaing and testing sets are
selected in the same way that they are selectdtkistate of the art methods which
are compared. So, as a result, 90 training sanmaiesemployed in the variance
analysis. For each feature point, the variancasopositions among neutral and six
basic expressions is computed by using EquationThése variance values are then
sorted in descending order. Figure 5.2 shows theedsing graph of sorted variance
values of feature points whexeaxisdenotes sorted index of feature point srakis

represents variance.

It is seen from Figure 5.2 that after sorting tlagiances in descending order, there
are feature points having relatively higher varesmavith respect to other points
when face is deformed from neutral to any one @& #xpressions. Thus, the
algorithm continues and eliminates low varianceuesa points in face vectors and
Face Matrixshown in Equation 5.9 is formed accordingly. Thimimation of low
variance points is done by considering significd@treases in variances. The points
in which there is a sudden decrease in variance man the standard deviation are
considered as breaking points. There are 8 breglongs observed in Figure 5.2 in
this sense. These breaking points are the 9. , 27., 36. , 44. , 48. , 55. and 71.
points. The selected breaking points indicate &aguire points to be used in forming

the face vectors.
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Figure 5.2: Variance analysis of 83 featurm{zoof 85 training samples from
BU-3DFE database among neutral and 6 basic expressi

Then, the feature selection algorithm runs a biartee search by adding next feature
points to the selected features and reports acuepteates for every feature point
combination corresponding to breaking points. Asesult, the feature selection

algorithm picks the first 71 high variance featpoents providing the highest rates.
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Figure 5.3: 83 3D Facial feature points usethfi@U-3DFE database [45]. (a) and
(b) two different sequences given in database Villeieh are pre-processed in the
experiments (c) feature points on static image $esnp

5.4.1 Performance Analysis on BU-3DFE Database
The performance of variance based feature seleetgorithm is measured on BU-
3DFE database [6] and recognition rates are regpoammong six basic facial

expressions which are anger, disgust, fear, happjsadness and surprise.

Face matrixFM, is constructed as described in section 2 includio@ samples with
6 basic expressions. In total, matrix includes 668 vectors describing 600 faces.
The maximum intensity is selected for expressiomsnf available 4 levels of

intensities given in BU-3DFE database.

59



Table 5.1: Recognition rates for SVM Classifiergilitie 4.1) using all 83 feature

points.
Expression Recognition Rate (%)
Anger 93.33
Disgust 86.67
Fear 60.00
Happiness 93.33
Sadness 80.00
Surprise 86.67
Overall 83.33

15 2-class SVM classifiers are trained separatdly 86% of the row vectors ¢&iM
and 15% of row vectors are used in testing. As rifesd in section 4.1.1, facial
expressions are classified using 15 2-class SVMsiflars and applying majority

voting among 6 expression classes.

Table 5.1 presents recognition rates for 6 basjgressions using the classifier
explained in section 4.1.1 with 83 feature poiiits.validate the test results, tests are
repeated for two different combinations of trainiaugd test sets which are the first
85% for training and the last15% for the testinggd @he last 85% for training and
first 15% for the testing. The recognition performa is reported is the average of
these tests. Also, in [64], the recognition perfante of 3D feature points provided
in BU-3DFE database by using Linear Discriminann@lgsis (LDA) classifier is
reported as 83%. Table 5.1 verifies the recognitates reported in [64]. In Table
5.2, improvements in the recognition rates afteplypg variance based feature
selection procedure can be observed. Overall retognrate is improved from

83.33% to 85.55%.
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Table 5.2: Recognition Rates Using 71 Selectedure&toints.

Expression Recognition Rate (%)

Anger 100

Disgust 86.7
Fear 60

Happiness 93.3
Sadness 80
Surprise 93.3
Overall 85.55

It is seen from Table 5.1 and 5.2 that fear exjpvadsas an average recognition rate
around 60% which is not in the acceptable ranges ifain reason for this low

average recognition rate is that fear and sadnga®ssions are highly related and
their geometric feature positions are close to edbbr. These kinds of correlations
motivate the algorithm to improve a 2-level coasdine classification process as

described in section 4.3 where the highly correl@wepressions are grouped.

Table 5.3: Comparison between variance based &eaalection algorithm results
and other methods tested on BU-3DFE database.

Recognition Rates (%)
Expression Soyel Wang Mpiperis Tang
et al[35] | etal[22] | etal[58] | etal[57] | V&' BasedFeat Sel

Anger 85.9 80 83.6 86.7 100

Disgust 87.4 80.4 100.0 84.2 86.7

Fear 85.3 75.0 97.9 74.2 60
Happiness 93.5 95.0 99.2 95.8 93.3
Sadness 82.9 80.4 62.4 82.5 80

Surprise 94.7 90.8 100.0 99.2 93.3

Overall 88.3 83.6 90.5 87.1 85.55

The comparison of the variance based feature smlectethod with the current
methods in the literature which are also testedBohR3DFE database is given in
Table 5.3. It is seen from Table 5.3 that variabesed feature selection method
achieves competitive recognition rates comparedh® current systems in the

literature.
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Although variance based feature selection algoritimmproves the average

recognition rate of the 6 basic facial expressidhs,fear expression is recognized
with a moderate rate whereas anger and surpriseegsipns are recognized with
high rates. This result signals a new directiooritter to improve the recognition rate
of fear expression while keeping others near. @ndthmer hand, variance is a naive
method of measuring information content. Insteadstrang information content

metric, which is entropy, is employed and furtheprovements are achieved in the

next sections.
5.5 Proposed Entropy Based Feature Selection for Bression Recognition

Entropy conveys the expected information conterd pfobability distribution. The
proposed feature selection algorithm employs egtaspinformation content metric.
Features are selected with the assumption thdete¢ of entropy is correlated with
the level of information that respective featurenpoarries.

5.5.1 Feature Selection for Coarse-to-fine Classii on BU-3DFE Database

During facial expressions, facial feature point thave high entropy are selected by
assuming that they carry more information aboutetkgressions. Therefore, entropy

of each feature point for the 6 basic expressiowisaaneutral face are analyzed.

Consider the histograms of highest and lowest pgtfeature points for training
samples among 6 basic expressions shown in FigdreStmilarly, all feature point
distributions under the six basic expressions aayaed. Then, entropies of each
feature point for the 6 basic expressions are ctéathand the overall entropy values
of the feature points are analyzed by the use afaitgn 5.10, wheréd is non-

negative. Entropy analyses are completed on thairtigasamples on BU-3DFE
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database by computing the entropy of each featomet @mong six basic facial

expressions.

Feature selection algorithm is applied to coarsia® classifier model which is
explained in Chapter 4, Section 4.3. Figure 5.5wshthe classifier model used. The
first level uses feature points selected from gntranalysis of all of the expressions.
The first class of the second layer classifier dsature points selected from entropy
analysis of anger, disgust, fear expressions whettea second class uses feature

points selected from entropy analysis of happinesdness and surprise expressions.

The feature selection algorithm starts with thetriigtions of 83 feature points
among six basic expressions. The 3D data of eathriepoint is transformed into a
magnitude value by Equation 5.8. Then, the faceimiM takes the fornkFM(o) in
Equation 6 includindgrV (o) values for each face vector shown in Equation.F=hth
feature point distribution is observed accordinghi® 6 basic expressions. Therefore,
employing 90 training subjects for the selected reggions, histograms are
calculated forA training vectors fronFM(J) matrix shown in Equation 5.12. For
each distribution, considering the minimum and tmaximum feature point
magnitude value, a histogram is generated with dQOaky spaced bins from
minimum to maximum. Probabilities for each bin a@culated resulting in 10
different probability values for each feature poimagnitude value shown in
Equation 5.11 where the valuk is the number of training samples used. This
value is 540 for the entropy analysis of 6 basigressions that there are 90 training

subjects with 6 expressions resulting in 540.

63



100

90+ .

80+ .

70+ R
[%]
Q
2
S 60 .
>
[S]
[S]
O
]
@
Qo
£
>
P4

0 20 40 60 80 100 120 140 160 180
Feature Point Positions With Respect to Origin
(a)
100

[%)]
()]
[S]
c
IS
5
[S]
O
o
S
9]
Ko}
IS
>
z

0 20 40 60 80 100 120 140 160 180

Feature Point Positions With Respect to Origin
(b)

Figure 5.4: Histograms of (a) highest entropy @wedst entropy feature points
among 6 basic expressions.

64



4

15 SVM Classifiers with 71
Selected Points

Disgust | Disgust | Disgust Fear Fear Fear Happ. Happ. Sadnes
Happ. Sadness Surp. Happ. Sadness Surp. Sadness Surp. Surp.
[ Majority Voting |
— e e e e e e e e —m e e E e — — L e —— o — — — = = ———— — — — J
| | Class 2 | :
1 | 3 SVM Classifiers with 30 | 1
I i Points

I I
1 Happiness | Happinass| Sadness
1 . i . : 1
| | Majority Voting | | Majority Voting | I
1 1
1 I
1 | Anger | | Disgust | | Faar I | Hlpphnul | Sadness | I Surprise | 1

Figure 5.5: 2-Level coarse-to-fine SVM classifienael.

RNV

(5.10)
STCTE Y P N N (5.11)
FV,(9)
FM(9) = VZ( ’ (5.12)
FV_(9)
p(a)zw (5.13)

Similarly, A is chosen as 270 for the second level classifislopy analysis. Each
class in the second level includes 3 expressiosmd b0 subjects with 3 expressions

makes 270 face vectors in total.
H(a)=-) _,P(a)logP(a) (5.14)

Then, the entropy formula in Equation 5.14 [13§pplied where is the bin index,

A represents the set of bins aAfh) is the probability of a feature point magnitude
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value for the containea, out of 10 different binsP(a) value is calculated by
Equation 5.13 where stands for index number of facial feature magratudliues
falling in the corresponding bima. Entropy of each feature point is computed
distinctively for each phase of the classificatiothe entropy values are then
arranged for each class and sorted in descendigy oesulting in 3 decreasing
functions of feature point index numbers. Figu@ @), (b) and (c) shows the graphs

of sorted entropy values of feature points for ecaks.

It is seen from Figure 5.6 (a), (b) and (c) thaemkorting the entropy values in
descending order, there are feature points havgmgfisantly higher entropy values

than the others when face is deformed to any ortbeob basic expressions. Thus,
we eliminate low entropy feature points in facetees for our recognition tests and

formedFace Matrixshown in Equation 5.12 accordingly.

Analyzing the entropy values sorted in descendimde@ we see that there are
breaking points in which the entropy value shovwgmnisicant decreases which are
more than the standard deviation. Because of 2-ldassifier implementation, we
employ entropy analysis for 6 basic expressiongherfirst level, and for the 3 basic
expressions included in the second level classearately. This process results in
different features selected for each level of dfi@ss The breaking points among 6
basic expressions, which are for the first levetha classifier, are the first 26, 27,
33, 34, 36 and 71 feature points. Then, the algorgelects the breaking point which
maximizes the Fisher Criteriop, given in Equation 5.15 whereg|Stands for the
determinant of between class scatter matrix angl $8&nds for the determinant of
within class scatter matrix. Between and withinssks are selected according to
groupings shown in Figure 2.

66



py Among 6 Basic Expressions
= = = N N
~J (o) (=) N - N

[
[=2]

Entro

=
(&)

| | | i | |
10 20 30 40 50 60 70 80 90
Feature Point Sorted Index

o

(@)

I = [ N N
~ © © N [ N
T T T T T
4
| | | | |

Entropy Among Anger,Disgust,Fear

g
[2)
T
|

| | | | |
10 20 30 40 50 60 70 80 90
Feature Point Sorted Index

(b)

=
el

gurpgjse
[h] - o

—
=]

ropy Among Hapiness,Sadness

17 ! 1
16 ; _
=1 \ \ \ \ \ It \
0 10 20 30 40 50 60 70 80 90
Feature Point Sorted Index
()

Figure 5.6: Entropy analysis of feature pointsd0rtraining sampleg) among 6
basic expression®) among anger, disgust and fear expressiong@ranong
happiness, sadness and surprise expressions. Bygaknts are marked with dashed
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As a result, the feature selection algorithm pitikes first 71 high entropy feature
points providing the highest Fisher criterion valaethe first level classifier.
D =S|/ |Swl (5.15)

For level 2, we employ similar entropy analysis botv among the expressions
included in each class. This results in entropylyasie for anger, disgust and fear
expressions and happiness, sadness and surprisesgrps. The corresponding
entropy graphs are provided in Figure 5.6 (b), @milar to first level feature
selection, the entropy values are sorted in desegratder and breaking points are
extracted according to standard deviation. TheKimgapoints are first 28, 29, 30,
31, 33, 44, 47, 61 and 68 feature points for thes€Il of second level. Class 2 of
second level includes the first 21, 23, 24, 26,330,36, 37, 58 and 71 feature points
as the breaking points. Then these breaking powniieh maximize the Fisher

Criterion given in Equation 5.15 are selected samtid the level 1 classification.

First 61 feature points for the Class 1, and thet 80 feature points for the Class 2

are selected based on the maximum Fisher Criteabre.

In order to calculate within and between classtscahatrices for the second level,
multi-class Fisher Criterion is applied. As a résfl feature selection process, the
two-level classifier uses 71 points which are thikcomes of the overall entropy
analysis in the first level. 61 high entropy poiate selected for Class 1 including
anger, disgust, fear expressions. 30 high entrepgufe points are selected for Class
2 including happiness, sadness and surprise expnesg he selected feature points

are illustrated in Figure 5.7 (a), (b) and (c) be heutral face.
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It is observed from Figure 5.7 (a), (b) and (c)ttheostly the mouth points are
affected from the expression deformations. The tgaim the outline of the face are
eliminated as a result of feature selection algorit The movements of the head
cause less distortion to the global feature pouftthe head (i.e. outliers) than the
local feature points of the head (i.e. points atbtime nose tip). Also, some of the
points on the chin are selected as a result olifeatelection algorithm. Due to
dynamic joints that chin is connected; some of é&x@ressions lower the chin
position more than the other expressions. Moshefdubjects with fear have wide
opened mouth as part of the expression which watflect the chin position. For

example, when chin is lower, there is higher prdiglo have fear.

It is also observed from Figure 5.7 (a), (b) angtfat the points on the chin are
selected for the first level which includes all #pressions, and mostly the Class 1
of the second level classification which includegex, disgust and fear. This is due
to the presence of fear expression samples in ttlasses. Observing the features
selected for the Class 2 including happiness, ssdaed surprise, we see that
features include few chin points because of then chbvements in the surprise

expression samples. The surprise expression isntet discriminative expression

according to others. It includes the most signiftcieature point changes as well as
high chin point movements with the open mouth. f8ey points on the chin are

enough to discriminate the surprise expression fhappiness and sadness in the

second level classification.

If we further analyze the findings of feature sétat algorithm, we can see that the
nose points also contribute to the facial expressidlthough most of the points
along the nose are expected to be static with gibtgi entropy, most of the points
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along the sides of the nose are affected due tayhamics of disgust expression.
We see that only seven nose points are affectedeirClass 2 of the second level
classification process due to the dynamics of hays and surprise expressions. The
first level and the Class 1 of the second levedsifecation include most of the nose
points because of the presence of disgust expressio

5.5.1.1 Performance Analysis

The performance of the proposed feature selectioneplure for facial expression
recognition system is tested on BU-3DFE databa$d. [Recognition rates are

reported among six basic facial expressions.

FM matrix is constructed as described in Sectionl5i®.Equation 5.12 including
100 subjects with 6 basic expressions, containd@yamples which are presented in
BU-3DFE database. BU-3DFE database includes faxgkession data of 100
subjects with 4 different levels of intensity. lhet training and test phases,
expressions with the highest intensity which isrd selected. In totakFM matrix
includes 600 row vectors describing 600 faces. SMM classifiers are trained
separately with 90% of the row vectorskdfl matrix with expression intensity being
4, and 10% of row vectors with intensity being 4l @il of the remaining intensities
are used in testing. In the first level classifioat the classifiers are trained and
tested using 71 selected features. In the secomd, lihe classifiers in Class 1 are
trained and tested with the 28 selected featuratpoand the classifiers in Class 2
are trained and tested with 21 selected featuratfoilraining and test sets are
selected similar to the other approaches that@rgared [22, 35, 57, 58]. A sample

which is tested never appears in the training set.
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As described in Section 5.5.1 and shown in Figuk We classify expressions in
two classes using 15 2-class SVM classifiers armglyamajority voting among 6

expression classes in the first level. Then, indbeond level, we employ 3 SVM
classifiers for each class to recognize one of dixebasic expressions. Class 1
includes anger-disgust, anger-fear and disgust-tdassifiers, class 2 includes
happiness-sadness, happiness-surprise and sadinessesclassifiers. To verify the

experimental results, 8-fold cross validation iplagal.

In Table 5.4, the classification performance of fins& level (depicted in Figure 5.5)
classifiers are reported by using the selectedifegboints. The results in the first
level classification rates indicate the classifmatperformance for the first two
classes containing anger, sadness, surprise ekpress1 the first class and
containing disgust, fear, happiness expressiontensecond class. Second level
classification rates indicate the performance ef ¢lassifiers in the second level as
Class 1 and Class 2. Table 5.5 reports the redogmnites of individual expressions
after second level of classification (Figure 5.Bhprovements in the recognition
rates after applying our proposed feature selegirmeedure can be observed from
Table 5.6 in which correct classification rates egported for the overall system.

Average recognition rate is improved to 88.28%rd&ature selection.

The recognition of fear expression is improved fré6@%6 to 76.55% after using the
selected features. Fear expression is recognizétdiewer rate than the others but it
is still in the usable range. Surprise and hapgireegressions are recognized with
the highest rates. This can be explained by thafsignt movements on the mouth
and chin during happiness and surprise expressikorger expression is recognized
with a high rate around 90.19%. Disgust expressdhe second lowest recognized
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expression which is also in high rate such as 856.13adness expression is now

recognized with a high rate of 88.89%.

Table 5.4: Recognition Rates for the proposed syskarst level recognition rates
for class 1 and class 2 classifications refer guféa 5.5.

Expression Recognition Rates (%)
Class 1 Class 2
Anger 97.50 2.50
Disgust 98.75 1.25
Fear 88.75 11.25
Happiness 3.75 96.25
Sadness 10.00 90.00
Surprise 2.50 97.50
Averaq.e' Correct 94.79
Classification Ea—

Table 5.5: Recognition rates for the proposed sys@onfusion matrix for second
level recognition refers to Figure 5.5 for eachiviaial expression.

Recognition Rates (%)

Expression Anger | Disgust | Fear | Happiness| Sadness Surprise
Anger 92.50 2.50 5.00 - - -
Disgust 1.25 | 86.25 | 12.50 - - -

Fear 6.875 6.875| 86.25 - - -

Happiness - - - 97.50 - 2.50

Sadness - - - 1.25 98.75 -

Surprise - - - 2.50 - 97.50
Average Correct 93.13

Classification

Table 5.6: Recognition rates for individual express.

Expression Recognition
Rates (%)
Anger 90.19
Disgust 85.17
Fear 76.55
Happiness 93.84
Sadness 88.89
Surprise 95.06
Average Recognition Rates 88.28
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The proposed system is compared with the 4 regasterss as shown in Table 5.7.
We see from Table 5.7 that the proposed systenewaehicomparable recognition
rates compared to the current systems in the titeravhich are also tested on BU-
3DFE database. Sadness expression is recognizedhgithighest rate compared to
other methods. Besides, the proposed system olitaghsrecognition rates for the
happiness and surprise expressions which are Ibotié 95%. Disgust expression
is recognized with the second highest rate comp#reother person independent
methods. Mpiperis et al. [58] reported the highede, which recognizes disgust
expression without confusion, 100%. Fear expressioacognized with 76.55% rate
which is still in the acceptable range. But considgthe recognition rate of the fear
expression after applying the proposed featurecgefe procedure, we see that it is
significantly improved. This result also shows #mvantage of the proposed novel

feature selection procedure.

Table 5.7: Comparison of the Proposed Recognitimiesh on BU-3DFE Database.

Recognition Rates (%)
Soyel et al.[35] Wang Mpiperis Tang and Proposed
et al.[22] et al.[58] Huang.[57]

Database BU-3DFE BU-3DFE BU-3DFE BU-3DFE BU-3DFE
Training | Test 90% / 10% 90% / 10% 90% / 10% 90% / 10% 90% / 10%
Person Independent Independent| Independent| Independen Inebendent
Dependency
Anger 85.9 80 83.6 86.7 90.19
Disgust 87.4 80.4 100.0 84.2 85.17
Fear 85.3 75.0 97.9 74.2 76.55
Happiness 93.5 95.0 99.2 95.8 93.84
Sadness 82.9 80.4 62.4 82.5 88.89
Surprise 94.7 90.8 100.0 99.2 95.06
Average 88.3 83.6 90.5 87.1 88.28

Furthermore, observing the recognition rates ofatiner methods listed in Table 5.7,
we see that some expressions are recognized vgth raites, and some other are

reported with low rates, resulting in an acceptaerage recognition rate. For the
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proposed method, it is obviously seen from the @&br that most of the expressions
show high recognition rates above 85% which is sirdé result for expression
recognition systems. Only the fear expressiondsggized with the recognition rate
below 85% but still it stays in an acceptable rate.

5.5.2 Feature Selection for Expression DistinctivElassifier on BU-3DFE

Database

The proposed expression distinctive feature seleds also based on entropy. Facial
expressions are modeled with the deformations em#utral face. Thus, the facial
feature points which are affected from the expossieformations mostly are those
being discriminative features. The assumption meesavith the coarse-to-fine model
that a feature point with low entropy implies angowhich is not dynamic during
expression deformations. Whereas, a feature pawing high entropy means it is
dynamic during expression deformations. Considetiregentropy of a feature point
among neutral and one of the basic expressionsge neotropy means more
discrimination power for that expression. Therefdhe most discriminative feature
points concerning each of the six basic expressaaoaselected according to entropy
values measured among neutral and the expressigtiactively. This method
provides different facial feature combinations Igeindiscriminative for each

expression.

Similar to the previous method, a feature pointmiedeled with a probabilistic
distribution when the face model is deformed witle tsix basic expressions.
However, in this method, each expression is andlyz@ecifically with neutral.

Consider the histogram of the highest and the lbwesropy point during anger

75



expression given in Figure 5.8. Similarly, the disitions of each feature point are
analyzed under each specific expression.

The feature selection algorithm starts with theritistions of 83 feature points as in
the previous method. Then, the 3D data of eaclurfegioint is transformed into a
magnitude value by Equation 5.10 similarly with grevious method. Then, the face
matrix FM takes the formFM(o) including FV(9) values for each face vector as
shown in the previous method, Equation 5.11. Thatrakexpression and the six
basic expressions are used and for each expred&atistribution is observed with
the neutral expression. Therefore, employing 9bhitrg samples for the selected
expression and the neutral face, histograms aileééd for 180 training vectors

from FM(J) matrix shown in Equation 5.16.

FVl(é)
_|20)
o= (5.16)
FV.(9)
— Ziﬂavi (5)
H(a)=-Y __ P(a)logP(a) (5.18)

For each distribution, considering the minimum ahd maximum feature point
magnitude value, a histogram is generated with dQOaky spaced bins from
minimum to maximum. Probabilities for each bin a@culated resulting in 10
different probability values for each feature poimagnitude value shown in
Equation 5.17 where the val@eis the number of training samples used which are
180. Then, entropy formula in Equation 5.14 is sggpWwherea is the bin indexA

represents the set of bins aR(R) is the probability of a feature point magnitude
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value for the bire, which are used for 10 different birf3(a) value is calculated by
Equation 5.17 where stands for index number of facial feature magratudliues
falling in the corresponding bima. Entropy of each feature point is computed
distinctively for each basic expression using Equat.18. Then, the algorithm
provides 6 entropy values for each feature poifitesE entropy values are then
arranged and sorted in descending order resuhittgdecreasing functions of feature

point numbers. Figure 5.9 shows the graph of satdbpy values.
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Figure 5.8: Histograms of (a) highest entropy ¢vwedst entropy feature points for
anger expression.
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The feature selection algorithm searches for tts feature point sets by analyzing
the decreasing functions of entropies. Startingnfithe highest entropy point, the
feature selection algorithm runs a brute forcedely adding next feature points to

the selected features.
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Figure 5.9: Entropy analysis of ég featopo@nts for 90 training samples among
neutral face and 6 basic expressions sorted ireddstg order(a) Anger,(b)
Disgust,(c) Fear,(d) Happiness(e) Sadnesqf) Surprise.

The algorithm reports Fisher criterion value whisltomputed by Equation 5.19 for
each feature point combinationg 8 the between class scatter matrix agdisSthe
within class scatter matrix. Scatter matrices am@muted in one-versus-all manner,
where a specific expression is picked from theningj set forming the first class, and
the remaining expressions form the second classveé®m and within class scatter
matrices are computed in this way. The algorithmsrirute force search for all the
other expressions to form six different featurenpaombinations. The proposed
algorithm selects 49, 27, 30, 35, 13 and 36 feapomts for the  six basic
expressions, anger, disgust, fear, happiness, sadmal surprise respectively. The
selected feature positions are shown in Figure Bh@n, the selected feature points
for each expression are then employed in the quoreing accept-reject classifier
module. Figures 5.11 and 5.12 show the classifiedehand the decision module

used, which was explained in Chapter 4. Differeqgressions employ different set

of selected feature points. Anger classifier modsilasing 49 selected feature point
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positions whereas the sadness classifier module @8eselected feature point

positions and etc.

O =1%|/ Sl (5.19)

(e) (f)
Figure 5.10: Outcomes of expression distinctiveuieaselection algorithm: The

most discriminative facial features f@) Anger,(b) Disgust,(c) Fear,(d)
Happiness(e) Sadnesqf) Surprise expressions selected from 83 featuregoin
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Figure 5.11: The proposed expression distinctiassifier scheme.
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Figure 5.12: Decision module for the final recommitof accepted expressions in

expression distinctive classification.

5.5.2.1 Performance Analysis

The performance analysis of the proposed expresdistinctive feature selection
algorithm is completed on BU-3DFE database and ideav promising results.
Experimental setup is similar with the previous Imoek, in which 100 samples with 6

different expressions are considered. Intensitgllévs selected for each expression.

In total, face matri¥M (Equation 5.16) is constructed from 600 row vextoir 100

sample persons with 6 expressions describing 668sfaTwo-class classifiers of
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each accept-reject classifier module are trainquhrs¢ely with 90% of the row
vectors ofFM and 10% of row vectors are used in testing. Taate the test results,
tests are repeated for two different combinatiohgaining and test sets which are
the first 90% for training and the lastl0% for ttesting, and the last 90% for
training and first 10% for the testing. The recaigm performance is reported as the

average of these tests.

Table 5.8: Confusion Matrix after Applying the Poged Expression Distinctive
Feature Selection Method.

Expression _ Recognition Rate _(%) _
Anger Disgust Fear Happiness Sadnessg Surprise

Anger 90% 0 0 0 10% 0
Disgust 0 80% 10% 10% 0 0
Fear 0 10% 80% 10% 0 0
Happiness 0 0 5% 95% 0 0
Sadness 0 0 10% 0 90% 0
Surprise 0 0 5% 0 0 95%
Overall 88.33%

In Table 5.8, the recognition rates of the propdsetl features with SVM classifier

system is given as confusion matrix. Improvementghie recognition rates after
applying the proposed feature selection procedarebe observed from Table 5.8.
The results in the classification rates with emyrajsiven selected feature point
subsets indicate less confusion than using alhef83 feature points. Considering
the recognition rates of each expression separdtedye is a significant increase in
the performance. Although the recognition perforogarof anger and disgust
expressions remains unchanged, there is obviousease in the recognition

performance of the other expressions. Surprise sadness expressions are
recognized with around and above 90%. The perfocmancrease in sadness

reaches to 10%. Similarly, the recognition of faad happiness expressions shows
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significant improvements. The overall recognitiateris improved to 88.33% when

applying entropy based feature selection.

The performance of the proposed selected featumesedb facial expression
recognition method is compared with 4 other methaasthe literature. The

comparisons are based on the average recognities aa shown in Table 5.9. The
results given in Table 5.9 show that the proposetlesn achieves higher average
recognition rate compared to the current systemthenliterature tested using the
same database. The performance of the proposedddneticonsidered to provide

high recognition rates for all expressions and lugérall recognition rate.

Table 5.9: Performance Comparison of the PropoggdeSsion Distinctive

Feature Selection Method.

Recognition Rates (%)
Soyel et Wang Mpiperis Tang et Expression
al.[35] et al.[22] et al.[58] al.[57] Distinctive
Feat. Sel.

Database BU-3DFE BU-3DFE BU-3DFE BU-3DFE BU-3DFE
Training | Test 90% / 10% 90% / 10% 90% / 10% 90% / 10% 90% / 10%
Person Independent Independent Independent| Independent Inependent
Dependency
Anger 85.9 80 83.6 86.7 90.0
Disgust 87.4 80.4 100.0 84.2 80.0
Fear 85.3 75.0 97.9 74.2 80.0
Happiness 93.5 95.0 99.2 95.8 95.0
Sadness 82.9 80.4 62.4 82.5 90.0
Surprise 94.7 90.8 100.0 99.2 95.(
Average 88.3 83.6 90.5 87.1 88.33

5.5.3 Feature Selection for Coarse-to-fine Classgii on Bosphorus Database

The feature selection algorithms which are varidrased and entropy based (coarse-
to-fine method) are also tested on Bosphorus da¢éaldde algorithms are applied as

explained in Sections 5.4 and 5.5 by using fegbaiats provided in the Bosphorus

database.
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There are 105 individuals in Bosphorus databasebegtuse of limitations 40
samples are selected with six basic expressiors lififitations include the absence
of several feature point data, varying feature pdacations and the absence of

samples with all the six basic expressions.

For the selected 40 samples, all feature pointridigions under the six basic
expressions are analyzed. Then, entropies of eeature point for the 6 basic
expressions are computed, and the overall entrapiyes of the feature points are
analyzed similar to Section 5.5.1 by the use ofdiiqu 5.10, whereH is non-

negative. Entropy analyses are completed on th@rigasamples. Again training and

testing set ratio is 90% and 10% respectively.

Variance based feature selection algorithm is adplvhich is explained in Section
5.4. Variance based algorithm detects the first19,12, 14 and 21 high variance
feature points. Then it selects the first 14 highiance features and the performance
is reported in Table 5.10. An improvement of 1.28%erall recognition rate is

achieved (see Table 5.10).

Entropy based feature selection algorithm is applie coarse-to-fine classifier
model which is explained in Chapter 4, Section &igure 5.5 shows the classifier
model used. The first level uses feature pointscsetl from entropy analysis of all of
the expressions. The first class of the secondr lalgssifier uses feature points
selected from entropy analysis of anger, disgesi, &xpressions whereas the second
class uses feature points selected from entroplysasaof happiness, sadness and

surprise expressions.
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The algorithm runs similarly to the one explainadthe Section 5.5.1. The feature
selection algorithm starts with the distributiorfis88 feature points among six basic
expressions. The 3D data of each feature poimaistormed into a magnitude value
by Equation 5.8. Then, the face matfM takes the formFM(J) in Equation 6
including FV(0) values for each face vector shown in Equation .5E&kch feature
point distribution is observed according to the &sib expressions. Therefore,
employing 90% training subjects which makes 36 dasmdor the selected
expressions, histograms are calculated Aottraining vectors fronFM(J) matrix
shown in Equation 5.12. For each distribution, aersng the minimum and the
maximum feature point magnitude value, a histogramgenerated with 10 equally
spaced bins from minimum to maximum. Probabilifies each bin are calculated
resulting in 10 different probability values foraobafeature point magnitude value
shown in Equation 5.11 where the valdeis the number of training samples used.
This A value is 216 for the entropy analysis of 6 bagjressions that there are 36

training subjects with 6 expressions resulting16.2

Figure 5.13 shows the entropy graph for the trgnsamples used. The entropy
values are sorted in descending order. Similar @gti®& 5.5.1, a break point
extraction process is applied which uses the stdndieviation. The extracted break
points are the first 7, 15, 16, 17 and 21 pointcdkding to the Fisher’s criterion, the

first 17 high entropy feature points are selectedte first level classification.

Entropy analyses for the second level classeslaersin Figures 5.14 and 5.15.
The second level of classification includes twossts; Class 1 and Class 2 where
Class 1 includes anger, disgust and fear expressmimereas Class 2 includes

happiness, sadness and surprise expressions. lCéamspy analyses are completed
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on anger, disgust and fear expressions in theirigaiset. Class 2 entropy analyses
are completed on happiness, sadness and surppsessions in the training set. The
breaking points extracted for the Class 1 featareshe first 6, 7, 9, 14 and 20 high
entropy feature points. According to Fisher’s crde, the first 20 high entropy

feature points are selected.
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Figure 5.13: Entropy analyses of feature points3fbtraining samples among 6
basic expressions.
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Figure 5.14: Entropy analyses of feature points3ftraining samples among anger,
disgust and fear expressions.
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Figure 5.15: Entropy analyses of feature points3fbtraining samples among
happiness, sadness and surprise expressions.
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Bosphorus Database Feature Points Used

1- Outer left eyebrow 12- Nose saddle right
2- Middle left eyebrow 13- Left nose peak
3- Inner left eyebrow 14- Nose tip
4- Inner right eyebrow 15- Right nose peak
5- Middle right eyebrow 16- Left mouth corner
6- Outer right eyebrow 17- Upper lip outer middle
7- Outer left eye corner 18- Right mouth corner
8- Inner left eye corner 19- Upper lip inner middle
9- Inner right eye corner 20- Lower lip inner middle
10-Outer right eye corner 21- Lower lip outer middle
11-Nose saddle left 22- Chin middle

(a)

Sorted Entropy Indices for Level 1:
9 10 6 2 1 8 7 3 5 2216 18 11 12 4 13 15 20 14 21 19 17

(b)

Selected Features for Level 1:

9 10 6 2 1 8 7 3 5 22 16 18 11 12 4 13 15
(©)
Sorted Entropy Indices for Class 1.:
9 12 15 4 10 11 3 8 6 22 1 5 19 21 2 18 13 7 16 20 14 17

(d)

Selected Features for Class 1:
9 12 15 4 10 11 3 8 6 22 1 5 19 21 2 18 13 7 16 20

(e)
Sorted Entropy Indices for Class 2:
8 2 7 6 10 9 1 16 13 3 5 11 12 4 15 22 18 17 19 20 21 14

(f)

Selected Features for Class 2:
8 2 7 6 10 9 1 16 13 3 5 11 12 4 15 22 18 17

(9)

Figure 5.16: Feature points used from Bosphdatabase [46]. (a) Feature point
descriptions (b) Sorted indices according to entioglescending order for Level 1
(Figure 5.5) (c) Selected high entropy feature {soiar Level 1 (d) Sorted indices
according to entropy in descending order for L&/€llass 1 (Figure 5.5) (e)
Selected high entropy feature points for Level @811 (f) Sorted indices according
to entropy in descending order for Level 2 ClagBigure 5.5) (g) Selected high
entropy feature points for Level 2 Class 2.

Class 2 entropy analyses outcomes are the bregkings as the first 9, 10, 11, 12,
13, 17 and 18 high entropy feature points. Aftezailing for the Fisher’s criterion,

the first 18 high entropy feature points are seléct

89



The high entropy feature points are different faclestage of the selection process.
Figure 5.16 shows the feature point descriptiomgettrer with the sorted numbers

according to their entropy for each class.

5.5.3.1 Performance Analysis
The performance analysis of the feature selectilgorighm for coarse-to-fine

classifier depicted in Figure 5.5 is performed avsjghorus database and provided
promising results. Experimental setup is similathwihe previous methods. 40
samples with 6 different expressions are considehedtotal, face matrixFM
(Equation 5.16) is constructed from 240 row vectoirgl0 sample persons with 6
expressions describing 240 faces. Two-class classibf each classifier module are
trained separately with 90% of the row vectord=df and 10% of row vectors are
used in testing. To validate the test results,d@-€ross validation is applied and the

average recognition rates are reported.

Table 5.10: Recognition rates using 22 featuretpdnom Bosphorus database.

Recognition Rates (%)
Using 14 High
Expression Using 22 Variance
Feature Points| Selected Feature

Points

Anger 80 67,5

Disgust 65 67,5
Fear 60 65
Happiness 95 95
Sadness 75 70
Surprise 62.5 80
Average Recognition Rates 72.92 74.17

Table 5.10 shows the recognition rates obtainedidiyg all the 22 feature points
provided in Bosphorus database. It is observed fi@hle 5.10 that the overall
recognition rate is moderately high. Individual eegsions provide high recognition

rates like 95% for the happiness expression anatthers are also in the acceptable
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range. This result also verifies that the informatcontent of the 3D facial feature

points is rich in terms of expression information.

Table 5.11: Recognition Rates after feature s@ectirst level recognition rates for
Class 1 and Class 2 classifications refer to Figuse

Expression Recognition Rates (%)
Class 1 Class 2
Anger-Disgust-Fear 85 15
Happiness-Sadness-Surprise 15.88 84.17
Averaq'e. qurect 84 59
Classification —

Table 5.12: Recognition rates after feature selaciievel 2 rates.

Expression Recognition
Rates (%)

Anger 95
Disgust 85
Fear 90
Happiness 97.5
Sadness 90
Surprise 90
Average Recognition Rates 91.25

Table 5.13: Recognition rates for individual exgress before and after feature

selection.
Recognition Rates (%)
Expression Before ES After FS- After FS-
Entropy Based | Variance Based

Anger 80 80.75 67,5
Disgust 65 72.25 67,5
Fear 60 76.5 65
Happiness 95 82.07 95
Sadness 75 75.75 70
Surprise 62.5 75.75 80
Average Recognition Rates 72.92 77.18 74.17

Table 5.11 and 5.12 shows the recognition rateshier_evel 1 and 2 of coarse-to-

fine classifier. It is observed from these tablest the second level features are very

successfully classifying the expressions and img@rogcognition rates of low
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expressions like fear. Although the second levaluiees are very successful, the first
level features still have room to improve. The ager recognition rate of the first
level features is around 85% whereas second leaélifes have around 91% average

recognition rate.

Considering the recognition rates before and dfterfeature selection algorithm, we
see that there is a significant increase from 78927.18. This result shows that the
feature selection algorithm improves the recognitiperformance database
independently. As a result, selecting high entrégature points will improve the

recognition rates while maintaining close ratesdach expression.

It is seen from Table 5.13 that the proposed metihmgroves the system
performance significantly on a different databasewsll. This shows that the
proposed methods are database independent andviesmgstem performance when

3D geometric points are provided.
5.5.4 Performance Comparison of the Proposed Methad

The proposed methods are compared in Table 5.14.olbserved from Table 5.14
that when using all of the 83 feature points predidn MPEG-4 feature points, the
system has an acceptable performance for the fotasigin of six basic expressions.
Thus, 3D geometry is a good base for further impnoents by applying feature
selection. The proposed feature selection proceduvhich are based on variance
and entropy are compared in Table 5.14. It is alslp seen that entropy based
algorithms (columns 4 and 5) perform better tham Wariance based algorithm.
Furthermore, entropy based feature selection methathich are the main

contributions of the thesis opens new directionbadollowed in feature selections
for facial expression recognition.
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Although a complete study that analyzes the contiomi@ complexity of the
proposed methods has not been possessed, tha@maeeexperimental observations.
According to the experiments, the computation timkthe proposed methods can be
compared. It is observed that the expression distn method is slower than the
coarse-to-fine method significantly. This is theuk of the number of 2-class SVM
classifiers. The testing procedures including mdrdass SVM classifiers require
more computation time obviously. Thus, the variabesed method has the least
number of 2-class SVM classifiers and is expeabebet the fastest one. The coarse-
to-fine method is slower than the variance basedfaster than the expression

distinctive method. Expression distinctive methodudes all the 2-class classifiers

dedicated to each individual expression that mélkdewer but more accurate.

Table 5.14: Performance Comparison of the Propbtastiods.

Recognition Rates (%)
Using 83 Variance Based FS| 2-Level Coarse-to- Expression Distinctive
Feature Points Fine FS FS
Database BU-3DFE BU-3DFE BU-3DFE BU-3DFE
Training | Test 90% / 10% 90% / 10% 90% / 10% 90% / 10%
Anger 93.33 100 90.19 90.0
Disgust 86.67 86.7 85.17 80.0
Fear 60.00 60 76.55 80.0
Happiness 93.33 93.3 93.84 95.0
Sadness 80.00 80 88.89 90.0
Surprise 86.67 93.3 95.06 95.0
Average 83.33 85.55 88.28 88.33
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Chapter 6

CONCLUSION

6.1 Conclusion

The thesis proposes novel feature selection proesdior the recognition of six
basic facial expressions by utilizing 3-Dimensio(@D) geometrical facial feature
positions. The thesis presents systems for clasgifgxpressions into one of the six
basic emotional categories which are anger, disdaat, happiness, sadness and
surprise. Two classification models are presentedt tare based on SVM.
Classification methods and feature selection proedare both person independent.
The thesis contributes on feature selection praesdun two different models. The
first model is the two level coarse-to-fine clagsifion model where expressions are
classified in two levels. In the first level, thepeession is classified as Class 1 or
Class 2 where Class 1 includes anger, disgust ead find Class 2 includes
happiness, sadness and surprise expressions. iittae second level, expressions
are classified in each class. The novel featurecieh algorithm proposes three
feature models for the first and the second lewgélhis coarse-to-fine classification
model. Secondly, the novel feature selection proaedis applied expression
distinctively in order to find six different feagimodels specific to each individual
expression. Therefore, the classification modelaliso adapted as accept-reject
classifier. The outcomes of the feature selectioocgdure are six different facial
feature models which are the most discriminativatiees among expressions..
Feature selection for each expression is completebendently and achieves high
recognition rates with the proposed geometric fdegtures selected.
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The system performances are evaluated on the 38l faqression databases which
are BU-3DFE [45] and Bosphorus [46] facial expressiatabases. The experimental
results on classification performance show thatSW& classifier models with the

selected features achieve high overall recognitaes while keeping individual

recognition rates closely high. Comparison of theppsed methods with the recent
methods reported on the same databases show ¢hataposed method outperforms
other person independent methods in various aspEuotsperformance results show
that the proposed methods obtain encouraging rétmymnates and they are open for

further improvements.

The proposed system provides better aspects angomithe conventional methods
in the literature. The system is using limited mf@ation which is the face geometry
and high recognition rates have been achieved.oAgh the performance of the
proposed system is high, by enriching the infororatused with the appearance
features, the proposed system is ready for fuithprovements. On the other hand,
the proposed system overcomes a common problem aofy niacial expression

recognition systems currently available, whichhis balance between the recognition
rates of individual expressions. The proposed syseports closely high rates for all
the expressions. Another better aspect of the mys$ethat the feature selection
process decreases the number of feature pointeddedextract, so in a real-time

application, the feature extraction process wijuiee less computations.
6.2 Future Directions

Although the recognition of the six basic expressitss enhanced by the proposed
novel feature selection methods, there is stillmoor further improvements. The

thesis opens new directions with the proposed featelection method.
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The first direction is to apply the feature seleatprocedures to a more robust facial
representation which is the use of 3D distancesvdmt the geometrical facial
feature points instead of their positions. Thisregpntation is evaluated before in

[35] and achieved encouraging results.

The proposed methods employ entropy as the metrinfermation content. It is
used to search for optimal features which maxinkiher criterion. The second
direction of future work is to use entropy as decion with a search algorithm like
genetic algorithm. Entropy as a criterion shouldapplied in order to minimize
within class entropy and maximize between classopmgt Selection of such features
can be achieved by use of evolutionary multi-olyectoptimization with the
possible optimization algorithms like Non Dominatedrt [I| (NSGA-II) or Particle

Swarm Optimization (PSO).

Facial expressions are spontaneous activities eraite. Thus, another direction is
to apply the current methods to spontaneous faet@ression databases. This
spontaneous behavior of the facial expressiongattime is included in the BU-
4DFE version of the updated database. One of theefuvorks is to apply the

algorithm to spontaneous behavior of expressions.

The proposed feature selection methods are ableelext the most informative
features among the expressions. This enables stsidy the transitions between the
expressions. In real-time, a series of expresstansbe observed on the human face.
The transitions from one expression to other ase al future direction of research
that the proposed methods can be adapted. We éd¢hav the selection of the most

discriminative features during the transitions ofpressions will improve the
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performance and decrease the computational contyldxring feature extraction
process in real-time. Considering transitions amthregexpressions, instead of 3D
geometric data of feature points, the directionghef feature points can also be

employed. This will bring a new face representatisimg feature directions.

Another future direction is to apply the proposesitiire selection methods to
appearance based features like Local Binary Patt@BP). As it is explained in
Chapter 3, facial expressions are 3D activitieshenface, thus, a face representation
should reflect these 3D activities well. Therefds®, texture models like 3D LBP
can be used in feature selection procedures. Furtve, the fusion of selected
appearance based features and geometric featurgs repaesent faces and

discriminate facial expressions better.
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