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ABSTRACT

This thesis consists of five chapters. The first chapter gives brief information about the
thesis. In the second chapter, we give some preliminaries and auxilary results which

we will use in thesis.

In chapter three, the extension of beta function containing an extra parameter, which
proved to be useful earlier, was used to extend Appell’s hypergeometric functions of
two variables and extend Lauricella’s hypergeometric function of three variables. Fur-
thermore, linear and bilinear generating relations for these extended hypergeometric
functions are obtained by defining the extension of fractional derivative operator. Some

properties of the extended fractional derivative operator are also presented.

In chapter four, we consider generalizations of gamma, beta and hypergeometric func-
tions. Some recurrence relations, transformation formulas, operation formulas and

integral representations are obtained for these new generalizations.
In chapter five, we present various families of generating functions for a class of poly-
nomials in two variables. Furthermore, several general classes of bilinear, bilateral or

mixed multilateral generating functions are obtained for these polynomials.

Keywords: Generating functions, Hypergeometric function, Fractional derivative op-

erator, Gamma function, Beta function.
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Bu tez bes boliimden olugmustur. Birinci boliimde tezin icerigi ile ilgili genel bilgiler
verilmistir. Ikinci boliimde, tez boyunca kullanilacak olan temel bilgiler ve sonuglar

verilmisgtir.

Uciincii boliimde, daha onceden kullanish oldugu 1spatlanmis olan ve ekstra bir pa-
rametre iceren genisletilmis beta fonksiyonu kullanilarak, iki degiskenli genisletilmis
Appell hipergeometrik fonksiyonlart ve li¢ degiskenli genisletilmis Lauricella hiper-
geometrik fonksiyonlar1 verilmistir. Yine bu bdliimde, yeni bir kesirli tiirev operatorii
tanimlanarak, genisletilmis hipergeometrik fonksiyonlar i¢in lineer ve bilineer doguru-
cu fonksiyon bagintilar1 elde edilmistir. Genisletilmis kesirli tiirev operatdriiniin bazi

ozellikleri de sunulmustur.

Dordiincii boliimde, genisletilmis gamma, beta ve hipergeometrik fonksiyonlar ele
alinmigtir. Bu yeni genellesmeler i¢in, bazi rekiirans bagintilari, doniisiim formiilleri

ve integral gosterimler elde edilmistir.
Besinci boliimde, iki degiskenli polinom sinifi i¢in bir ¢cok dogurucu fonksiyon aileleri
sunulmustur. Yine bu boliimde, bu polinomlar i¢in daha genis bilineer, bilateral ve

karisik multilateral dogurucu fonksiyon siniflar1 elde edilmisgtir.

Anahtar Kelimeler: Dogurucu fonksiyon, Hipergeometrik fonksiyon, Kesirli tiirev

operatorii, Gamma fonksiyonu, Beta fonksiyonu.
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Chapter 1

INTRODUCTION

Many important functions in applied sciences are defined via improper integrals or se-
ries (or infinite products). The general name of these important functions are called
special functions. The most famous among them is the gamma function. The gamma
function was first introduced by the Swiss mathematician Leonhard Euler (1707-1783)
in his goal to generalize the factorial function to non-integer numbers (real and com-
plex numbers). Later, gamma function was studied by other famous mathematicians
like Adrien-Marie Legendre (1752-1833), Carl Friedrich Gauss (1777-1855), Christoph
Gudermann (1798-1852), Joseph Liouville (1809-1882), Karl Weierstrass (1815-1897),
Charles Hermite (1822-1901).

For a complex number z with positive real part (Re (z) > 0), the Gamma function is

defined by

o

[(z) := /tz_l exp (—t) dt.

In studying the gamma function, Euler discovered another function, called the beta

function,

['(z)T(y)

Bley) = ['(z+y)

(Re(x) > 0, Re(y) > 0)

which is closely related to I' ().

Gauss investigated hypergeometric series, which had in fact already been defined and



named by Wallis in the 1650s. He noted that the 5/ or Gauss hypergeometric function
actually covered a lot of known special functions. The Gauss hypergeometric function

(GHF) is defined by

Tl

o0
o Fi(a,b;¢;2) - E In —
(¢)n n!

n=0

(lz] < 1; Re(e) > Re(b) >0, ¢c#0,—1,-2,...).

The Confluent hypergeometric function (CHF) ¢(a; c; z) is also known as the Kummer

function which is defined by

In recent years, several extensions of the well known special functions (gamma, beta
etc.) have been considered by several authors [8], [4], [7], [6], [21], [22]. In [8] and [4],

M.A. Chaudhry et al. defined extension of gamma function and Euler’s beta functions

by
Iy(z) = /t”_l exp (—t —pt ') dt,
0
(Re(xz) > 0,Re(p) > 0)
and

B, (x,y) := /0 211 — 1) Texp {_t(lp— t)} dt,
(Re(p) > 0,Re(z) > 0,Re(y) > 0)

respectively. For which p = 0 gives the original gamma and beta functions. Then
they have been proved that this extension has connection with Macdonald, error and
Whittaker’s functions. Afterwards, in [S], M.A. Chaudhry et al. generalized the Gauss

hypergeometric and confluent hypergeometric functions by

. _ - Bp<b+nac_b) 2"
Fp(a’b’c’z>_; Blhe—b)  no

(p>0; Re(c) > Re (b) > 0)




and

>\ B, (b+n,c—b) 2"
¢p(b7c7z>zz B(b,C—b) E

n=0

(p>0; Re(c) > Re(b) >0)

respectively. For which p = 0 gives the original Gauss hypergeometric and conflu-
ent hypergeometric functions. They gave the Euler type integral representations of
the hypergeometric functions. Additionally, they have discussed the differentiation
properties and Mellin transforms of F), (a, b; ¢; 2) (¢, (b; ¢; 2)) and obtained transfor-
mation formulas, recurrence relations, summation and asymptotic formulas for these

functions.
We organize the thesis as follows:

In chapter 2, we give some preliminaries and auxilary results which are used through-

out the thesis.

Chapter 3, 4 and 5 are the original parts of the thesis. It should be noted that the results

obtained in these Chapter’s were published in [27], [25] and [26] respectively.

In chapter 3, we obtain some linear and bilinear generating functions by means of the
new defined extended Appell’s functions Fi (a, b, c; d; x,y; p), Fa(a,b,c;d, e;x,y;p),

and extended Lauricella’s hypergeometric function F,%m (a,b,c,d;e;x,y, z) which are

defined by
—~ By(a+m+n,d—a) "y
Fi(a,b,c;d;z,y;p) = P ’ b — =
1(a’7 y G5 axvyap) R;O B(a’d_a) <)n (C)m n' m'
(max {|z|, [y} <1),
=\ (@) iy Bp (b +mn,d—b) B, (c+m,e—c)z"y™
Fy(a,b,¢;d, e;x,y;p) i= = Lol
2(@7 7C7 7€;CC73/7P) n;zo B(b’d_b>B(C,6_c) n‘ m'
([ + [yl < 1),



and

B,(a+m+n+r,e—a)(), (c),(d),zmy" 2"
_;;13 C . . E p ) m n
pplabedier,y,2): "0 B(a,e — a) m!nl r!

(Vx| + 0yl + V2| < 1),

respectively. Notice that the case p = 0 gives the original functions. In obtaining these

generating functions we consider a new fractional derivative operator [25], namely:

2
£y b= gt
P (t<z —t)) ’

(Re (1) < 0,Re(p) >0)

DEP{f (2)}

for which p = 0 gives original fractional derivative operator.

In chapter 4, we present generalizations of gamma and beta functions [26] by

red@) = [ #R (o —2)d
p (.Z‘) /O t 141 <Oé,67 —t ) t
(Re(a) > 0,Re(B) > 0,Re(p) > 0,Re(z) > 0)

and

B )= [ e (o g )
(Re(p) > 0,Re(z) > 0,Re(y) > 0,Re(a) > 0,Re(5) > 0)

respectively. Then we use the new generalization of beta function to generalize the
hypergeometric and confluent hypergeometric functions by

BY? (b+n,c—b) 2"

FP) (a,b;¢;2) =
(a,5;¢:2) B(b,c—b) nl

(Re(p) > 0,Re(c) > 0,Re(b) > 0,Re(a) > 0,Re(5) > 0)

and




respectively. The case a = 3 gives Chaudry’s gamma, beta and hypergeometric func-
tions. Then, we obtain some recurrence relations, transformation formulas, operation

formulas and integral representations for these new generalizations.

In chapter 5, we consider the following family of bivariate polynomials,

[%]
x
SV (@) = > Amani e
k=0
(n,m e Ny; N €N),

which was defined by Altin ez al. [1]. We prove several general theorems involving
various families of generating functions for the aforementioned polynomials in their
two-variable notation S™ (x,y) by applying the method which was used recently by
Chen and Srivastava [12]. We also consider some applications and corollaries resulting

from these theorems [27].



Chapter 2

PRELIMINARIES AND AUXILIARY RESULTS

2.1 Gamma, Beta Functions and their extended versions

In this section, we give definitions of the gamma and beta functions and their proper-

ties. Furthermore, we give extended forms of these special functions ( see [2], [28]).

Definition 2.1.1. (Euler Gamma function) For a complex number z with positive real

part (Re (z) > 0), the gamma function is defined by

o0

[(z) := /t"_1 exp (—t) dt. (2.1)
0

Using integration by parts, one can show that the following recurrance relation hold
for I'(2):
L(z+1) =2I'(2).

This functional equation generalizes the definition n! = n(n — 1)! of the factorial

function. But also, evaluating I" (1) analytically we get
ra)=1.

Combining these two results we see that the factorial function is a special case of the

gamma function:

I'n+1)=nl'n)=nn—1)T'n-1)=..=nll'(1) =nl

Another useful function is a beta function.



Definition 2.1.2. The beta function, (also called the Eulerian integral of the first kind)

is defined by
1
B (z,y) := / 27 (1 — )Y dt.
0
(Re(x) >0, Re(y) > 0)
Equivalently,
B(x,y) =2 /2 (sin 0)** " (cos 0)*~ " do,
0
(Re(xz) >0, Re(y) > 0)
and

B(z,y) = /Ooo (ux—ldu.

1 + u)$+y

(Re(x) >0, Re(y) > 0)

The beta function is symmetric, B (z,y) = B (y,x) and it is related to the gamma

function;

(2.2)

In 1994, Chaudhry and Zubair [8] introduced the following extension of gamma func-

tion.

Definition 2.1.3. (see [8], [10])The Extended Gamma function is defined by

o0

Ip(z) = /ta;_1 exp (—t —pt™') dt, (2.3)

0

(Re(z) > 0,Re(p) > 0).

In 1997, Chaudhry et al. [4] presented the following extension of Euler’s beta function.



Definition 2.1.4. (see [4]) The Extended Beta function is defined by

1
B, (z,y) ::/0 271 (1 — )" Texp {— }dt, (2.4)

P
t(1—t)
(Re(p) > 0,Re(z) > 0,Re(y) > 0).

It is clearly seem that I'g(x) = T' (z) and By (z,y) = B (z,y).

2.2 Hypergeometric Functions and their extended versions

In this section, we give definition and some properties of the hypergeometric functions.

The second order linear differential equation
z(1 —z)@+ [c — (a+b+1)z}d—y —aby =0,
dz? dz
in which a, b and c are real or complex parameters, is called the hypergeometric equa-
tion. Series solutions of the hypergeometric equation valid in the neighborhoods of
z = 0,1 or oo can be developed by using Frobenious series method. Thus, if ¢ is not

an integer, the general solution of differential equation valid in a neighborhood of the

origin is found to be
y=AyF(a,b;c;2) + Bz yF (a—c+1,b—c+1;2 —c; 2),

where A and B are arbitrary constants, and

ab ala+1)b(b+1) ,
2 1<a7b7cﬂz) +C12+ C(C—|— 1)12 o
o (@)n(b)n 2"

=0 (C>n H’

(c#0,-1,-2,..)

3

where (\), denotes the Pochhammer symbol defined by

(Mo =1land (N), := %

Hence

Rt =3 s

n=0



is called Gauss hypergeometric function. This series is convergent for |z| < 1 where

Re(c) > Re(b) > 0 and |z| = 1 where Re(c —a —b) > 0.

The Gauss hypergeometric function can be given by Euler’s integral representation as

follows:

—I‘(b)l;éz)— 3 /0 (1) (1 - 2t dt,

(lz] < 1; Re(c) > Re(b) > 0).

2F1(CL, ba G, Z) -

Replacing z = % and by letting |b| — oo, in Gauss’s hypergeometric equation, we
have
d? dy

Yy
SV hite—nY —ay=o.
zsz + (c—2) 7 ay

This equation has a regular singularity at z = 0. The simplest solution of the equation

is

Hence, we get

dlasciz) =) (). -

n=0 (C)n H’

which is called confluent hypergeometric function.

The confluent hypergeometric function can be given by an integral representation as

follows:

o(a;c2) = %/{) 17 (1 — )" exp (2t) dt,

(Re(c) > Re(a) > 0).



A generalized form of the hypergeometric function is

(1) () 27

Foag,...ap;v1, o7 2) = -

p q( 1 py Il q ) nz% (Vl)n(ﬁ)/q)n '
(p,g=0,1,...).

Setting p = 2, ¢ = 11in (2.5), we get the Gauss hypergeometric function,

= o1 )n(Q2)n 2"
Fag, ag;m; 2) = oF1 (o, ag;m; 2) = Z%ﬁ
1 !

n=0

Setting p = ¢ = 1 in (2.5), we get confluent hypergeometric function,

(al)nﬁ
(71)

Plar; s 2) = 1Fi(an; 2) = Z

n=0

nl’

3

For the convergence of the series , F}, (see [28], [29]);

case 1: If p < ¢, then the series converges for all z;

(2.5)

case 2: If p = ¢+ 1, then the series converges for |z| < 1 and otherwise series diverges;

case 3: If p > g + 1, the series diverges for z # 0.

If the series terminates, there is no question of convergence, and the conclusions (case

2) and (case 3) do not apply. If p = ¢ + 1, then the series is absolutely convergent on

the circle |z| = 1 if

q p
Re (nyj - Zai> > 0.
j=1 i=1

In 2004, Chaudhry et al. [5] used extended beta function B, (z,y) to extend the hy-

pergeometric functions (and confluent hypergeometric functions) as follows:

=\ B, (b+n,c—b) 2"
Bhc—b Ynn

Fp(a,b;c;z)z

n=0

(p>0; Re(c) > Re(b) >0),

10



o B, (b+n,c—b)z"
%(b’c’z):; B(bc—b) nl

(p>0; Re(c) > Re(b) > 0),

and gave the Euler type integral representations

m /01 711 = 1) (1= 2t) exp {—t(lp_ t)] dt

(2.6)

Fp(a,b;c;z) =

(p>0; p=0and |arg(1 — z)| <7 < p; Re(c) > Re (b) > 0),

and

oy expa) [ b1 p

(p>0; p=0and Re(c) > Re(b) > 0).

They called these functions as extended Gauss hypergeometric function (EGHF) and
extended confluent hypergeometric function (ECHF), respectively, since Fy (a, b; ¢; z) =
oF1 (a,b;¢;2) and ¢ (b;¢;2) = 1Fy (b;c;z). They have discussed the differentia-
tion properties and Mellin transforms of F, (a, b; ¢; z) and ¢, (b; ¢; z) . They obtained
transformation formulas, recurrence relations, summation and asymptotic formulas for

these functions.

2.3 Some Hypergeometric Functions of two and more variables

There are four Appell’s hypergeometric functions of two variables (see [13], [31]). In
this thesis we consider the first two Appell’s hypergeometric functions. These func-

tions are defined by

o0

) Bla+m+n,d—a) "y
Fi(a,b,¢;d;,y) == n%:g Blad—a O On i

(max {[], [y|} <1),

11



and

. . . - (a)m+nB<b—|—n’d—b)B(C—i—m,e_C)I y
Fy(a,b,c;d,e;x,y) = n;:() B (b,d —b)B(c;e —c) n! m!
(Jz[ + Jy| < 1).

Lauricella functions of three variables are defined by

B(a+m+n+re—a)(b), (c),(d),z™y" 2"
3 o . E ’ m n
Fplabe.die,y,z2): ‘S B(a,e — a) m! n!r!

(Vx| + Nyl + V]2 < 1).

The Appell’s hypergeometric functions F; and F5, can be given an integral representa-

tion as follows:

I (d)
I'(a)T(d—a)

Fl(a7b7c;d;x7y):

1
X / A=) 1 —at) (1 — yt)Cdt,
0

(|larg (1 —x)| <, |arg (1 —y)| < m;Re(d) > Re(a) > 0).

and

FQ(a7b7 G, d,€7$,y,p) =

tb 1 d b— 185_1 (1_8)6—0—1
B(bd—b // 1—xt—ys)

(2| + Iy\ <1);

(Re(d) > Re(b) > 0,Re(e) > Re(c) > 0,Re (a) > 0).

2.4 Generating Functions

In this section, we give definitions of linear, bilinear, bilateral, multivariable, multilin-

ear, multilateral and multiple generating functions, from the book [32].

Definition 2.4.1. (Linear generating functions) If two-variable function F (x,t) can

be expanded as a formal power series expansion in t as

:an(l')t

12



where each member of the coefficient set { f, (x)},~, is independent of t, then the
F(x,t) is said to have generated the set { f,, (x)}. Therefore F(x,t) is called a linear

generating function for the set { f,, (x)} .

Definition 2.4.2. (Bilinear generating functions) If three-variable function F (z,y,t)

can be expanded as a formal power series expansion in t such that

where the sequence {,} is independent of x,y and t, then F (x,y,t) is called a bilinear

generating function for the set { f,, (x)} .

Definition 2.4.3. (Bilateral generating functions) If three-variable function H (z,y,t)

which is defined by a formal power series expansion in t as

H (x,y,t) Zh fn () gn (y) "

where the sequence {h,, } is independent of x, y and t, and the sets of functions { f,, (v)},_,

and {g,, (x)}., are different, then H (x,y,1) is called a bilateral generating function

forthe set { f,, (x)} or {g, (x)}.

Definition 2.4.4. (Multivariable generating functions) Suppose that G (x1, ..., x,;t) is
a function of v + 1 variables, which is defined by a formal power series expansion in t

such that
G (21, ., xp;t) = ch Gn (1, ey ) 7

where the sequence {c, } is independent of the variables x1, ..., x, and t. Then G (x4, ..., z,; 1)
is called a multivariable generating function for the set {g, (x1,...,x,)} -, corre-

sponding to the nonzero coefficients c,,.

Definition 2.4.5. (Multilinear and multilateral generating functions) A multivariable
generating functions G (1, ..., x,;t) which is defined in previous definition, is said to

be a multilinear generating function if

In (71, .., 2,) = fm(n) (xl)mfar(n) (zr)

13



where the sequence oy (n), ..., a,.(n) are functions of n which are not necessarily equal.
If the functions {fal(n) (351)} e {far(n)(x,,)} are all different, the multivariable gen-

erating function G (z1, ..., x,; t) is called a multilateral generating function.

Definition 2.4.6. (Multiple generating functions) An extension of the multivariable
generating function is said to be a multiple generating function which is defined for-

mally by

[e.o]

U (21, .y Ty tyy ey ty) = Z C(nayony) Dy (T4, ey ) B0

where the multiple sequence {C(ny,...n,)} is independent of the variables x, ..., x,

and tl, tr

2.5 Mellin Transform and Riemann-Liouville Fractional Deriva-

tive
In this section, we give the definition of the Mellin transform and fractional derivative
operator.

Definition 2.5.1. Ler f(x) be a function defined on the positive real axis 0 < x < oc.
The Mellin transformation N is the operation, mapping the function f into the function

F, defined on the complex plane by the relation:

MA{f:s}=F(s) = / 5 f(2)d.
0
The function F(s) is called the Mellin transform of f.

Example 2.5.2. The Mellin transform of the function f(x) = exp(—pz) (p > 0) is

M{f:s}=p °I(s)

(Re(s) > 0).

Indeed, in order to obtain the Mellin transform of f(x) = exp(—pz), we multiply both

sides of function f(x) by p*~! and integrate with respect to p over the interval [0, c0).

14



Thus
M{f:s}=F(s)= /o 75! exp(—pw)dz.

Using the definition of the Gamma function, we get

MA{S - sp=p°T(s).

Definition 2.5.3. (Mellin inversion formula) The inverse transform of the Mellin trans-
form is given by

M {F 2} = f(x) = l—/mxSF@mg

2T ) oo

Definition 2.5.4. [16] The Riemann-Liouville fractional derivative of order p is de-

/f (z—t)" 'dt,

fined by

DE{f (2

where the integration path is a line from 0 to z in complex t—plane. For the case

m—1<Re(p) <m (m=1,2,3...), it is defined by

DEf(2)) = 2 pr- m{f< 3

dzm
am —p+m—1

= dt
dzm { —p+m) / s }

Example 2.5.5. Let Re (A\) > —1,Re (u) < 0. Then

DI =

(1 —u) " du

/01
_ jﬁ u ()7 (1 = ) du
/

r
B ()‘ + 1a _:u) A—p I (>\ + ]') A—p

T —p+1)

ﬁ
|
E

Example 2.5.6. Let Re (A\) > 0,Re (1) < 0 and |z| < 1. Then

NG

A=nf A=l (] _ )" —
DI =2 =

2P () N s 7).

15



Solution. Direct calculations yield

DX AT (1= 2) ) = ﬁ /0 P A=) (=) e
= % /0 Ul O ) I (1 - é)u_H dt
= % /01 (1 —uz) " (1 — u)“_)‘_l du
= %z“_l oFy (c, \s s 2)
Hence the proof is completed. ]

2.6 Elementary Series Identity

In this section, we give general series identities which are used throughout the thesis.

Lemma 2.6.1. [28] The following series identities

i i A(k,n) = i Zn: A(k,n — k) (2.8)

n=0 k=0 n=0 k=0

and
YN Clkn)=> "> Clk,n+k) (2.9)
n=0 k=0 n=0 k=0

holds.

Proof. Consider the series

i i A(k, )t (2.10)

n=0 k=0

in which ¢"** has been inserted for convenience and will be removed later by taking

t = 1. Introducing new indices of summation j and m by
k=7, n=m-—j, (2.11)

so that the exponent (n + k) in (2.10) becomes m. Since n > 0 and k£ > 0 in (2.11)

then 7 > 0,m —j5 > 0orm = 7 > 0. Thus we arrive at

iif‘l ko)t th = izm:fl(j,m—j)tm. (2.12)

n=0 k=0 m=0 j=0

16



Finally, putting ¢ = 1 in the equality (2.12) and replacing j and m by k£ and n, we get
(2.8). Similarly, equation (2.9) follows from (2.8). L]

Lemma 2.6.2. For a bounded sequence {f(N)}y_, of essentially arbitrary complex

numbers, we have

> rw :ZZf(n—i-k)HE. (2.13)
N=0 n=0 k=0
Proof. Using the Lemma 2.6.1, we get
o0 n .,k o N N—k ,k
"y o z Yy
fn+ k) (n+ k)l = >N f(N)—(N 0 AL
n=0 k=0 N=0 k=0
oo n N
=5y ()
N=0 k=0
=) S @+
N=0
Whence the result. O

2.7 Some Important Polynomials

In this section, we consider some important polynomials which will be used in Chapter

5.

Definition 2.7.1. Lagrange polynomials in two variables are defined by
n n—k, k
(c8) _ vy
Definition 2.7.2. Lagrange-Hermite polynomials of two variables are defined by

[%] n—2k, k
W @, y) = D (@an (B s
’ €T —= (8% n— .
A A T
Definition 2.7.3. Hermite-Kampé de Feriét polynomials of two variables are defined

by

[%] l,n—?kyk

— (n— 2k) k!

Definition 2.7.4. [35] Jacobi polynomials are defined by

() n! ()R B+, (a+ B+ Dok &
i _(Oz+6+n—|—1)n§k!(n—k)!(5+1)k(a+5+1)nz'

H,(z,y) =

17



Chapter 3

SOME GENERATING RELATIONS FOR
EXTENDED HYPERGEOMETRIC FUNCTIONS VIA
GENERALIZED FRACTIONAL DERIVATIVE
OPERATOR

3.1 Introduction

Recently an extension of beta function containing an extra parameter, which proved to
be useful earlier, was used to extend the hypergeometric functions [5]. The aim of this
chapter is to obtain some generating functions for extended hypergeometric functions
(EHF) by considering a new fractional derivative operator. We organize this chapter as

follows.

In the second section, extensions of the first two Appell’s hypergeometric functions of
two variables, namely, F (a,b,c;d; z,y;p) and Fy(a,b, c;d, e;z,y;p), and extended
Lauricella’s hypergeometric function of three variables, ngp (a,b,c,d;e;x,y, z), are
defined and integral representations of Fy (a, b, c;d;z,y;p) and Fs(a, b, c;d, e; x,y;p)
are obtained. In the third section, extended fractional derivative operator is defined
and extended fractional derivatives of some elementary functions, which are needed
in obtaining generating functions, are calculated in terms of extended Appell’s hyper-
geometric functions and extended Lauricella’s hypergeometric function. In the fourth
section, some results related with Mellin transforms and extended fractional deriva-
tive operators are given. Last section contains the main results of the chapter. In this
section, linear and bilinear generating functions for the extended hypergeometric func-

tions are obtained via generalized fractional derivative operator by following the same

18



method explained in [32].
3.2 The Extended Appell’s Functions

In this section, we give extensions of the first two Appell’s hypergeometric functions of
two variables, Fy (a,b, ¢;d; x,y; p) and Fy(a,b, ¢;d, e; x, y; p), and extend Lauricella’s
hypergeometric function of three variables, F,%J? (a,b,c,d;e;x,y, z). We further obtain

integral representations of extended Appell’s hypergeometric functions.

Let us define the extensions of the Appell’s functions F} (a,b,c;d;x,y;p) and
Fy(a,b,c;d,e;x,y;p), and extended Lauricella’s hypergeometric function

F}(a,bc,d;e;x,y, z) by

B,(a+m+n,d— a) "y

Blad—a)  On@niy (3.1)

m
n! m!

Fi(a,b,c;diz,y;p) = >

n,m=0

(max {[z], [y} < 1),

o0 B, (b+n,d—b)B,(c+m,e—c)z"y™
Fy(a,b,c;d, e;x,y;p) == Z <a)m+" p( n ) p(C m,e —c)x Y

nm=0 B (b,d—b)B(c;e —c) nlm!
(3.2)
(lzl + Iy < 1),
and
Ffip (a,b,c,d;e;x,y, 2) = i By (a+m+ ”Bt;"v: : Z)) (b),, (), (d), %Z_Ti_:
man,r=0 ; I'n!r!
3.3)

(VIzl+ Iyl + V]2l < 1),

respectively. Notice that the case p = 0 gives the original functions.

Now we proceed by obtaining the integral representations of the functions

Fi(a,b,c;d;z,y;p) and Fy(a,b,c;d, e; x,y;p).
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Theorem 3.2.1. For the extended Appell’s functions F (a, b, c; d; z,y; p), we have the

Jfollowing integral representation:

I (d)
I'(a)T(d—a)

Fl (@,b,C;d;Jf,y;p) =

1
a—1 _ p\d—a-—1 . —b o —c . p
x/o 11 (1= )0 (1= ) (1= yb) " exp l Tee _t)] dt,
(p>0;p=0and |arg (1 —z)| <, |arg (1 —y)| < m;Re(d) > Re(a) > 0)

(Re (b) > 0,Re(c) > 0).

Proof. Suppose that |x| < 1, |y| < 1, Re(b) > 0 and Re(c) > 0. Expanding
(1 —a2t) " and (1 — yt)~°, and considering the fact that the series involved are uni-

formly convergent and the integral

1
ta+m+n71 1—¢ d—a—1 . p dt
/0 (1—1) Sl iy

is absolutely convergent for m,n € Ny := {0,1,2,3,...} ,Re(d) > Re(a) > 0 and

p > 0 because of the fact that

/

1
< / gatmEn=t (] _)demt g,
0

= t)] ‘ «

ta+m+n—1 (1 . t)d—a—l exp |:_

we have a right to interchange the order summation and integration to get
1
/ (=) (L —at) (1 —yt) Cexp |-
0
( —5)*
= [era-gte e [ } > 1), U5 ), W
0

n=0 m=0

:ZZ / garmtn=l (1 _ p)d=e=l g {—t(lp_ t)} dt (b), (c)m%%.

n=0 m=

Using the definition of extended beta function in (3.1), we get

/01 L= )" (L= at) (1 yt)Cexp [_f(lp_ t>] !

T(@)I'(d-
T

a>F1<a7 b7 G dax7y)7
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which proves the result for [z| < 1 and |y| < 1. Since the integral on the right side is

analytic in the cut planes |arg (1 — z)| < 7, |arg (1 — y)| < 7, the proof is completed

[
Theorem 3.2.2. For the function F»(a,b, c;d, e; x, y; p), we have the following integral
representation:

Fy(a,b,c;d ) L
a,b,c;d,e;x,y;p) =
2(@, 0,654, €57, Y; P B(b,d-b)B(C,G—C)
1 p1 b1 d—b—1 o1 e—c—1
t 1—t 1—
o AR RS p
0o Jo (1 —at —ys)

- dtds.
t1—t) s1-s)| "
(p>0;p=0and |z|+ |y| <1);

(Re(d) > Re(b) > 0,Re(e) > Re(c) > 0,Re (a) > 0).

Proof. Let |x| + |y| < 1 and Re (a) > 0. Expanding (1 — xt — ys)

exp | PP
l—xt—ys) (

{1 —1) 5(1—5)}“5
/ / ] KA e ]
xz xHyS) WEEY9) s,

~* we have

Taking into account the Lemma 2.6.2, we get

p b
— dtd
1—a7t—ys exp{ t(1—1t) 3(1—3)} °

T Bh,d_bB ce—c//tbl d_b_leXp[_tup—t)}

X s (1—5)601exp{

| — xt)" (ys)™
3(1—3)] om()(a)m*”(n!) (ym>! dtds.

Since the series

(yS)m

>3 @),

[
n=0 m=0 m
is uniformly convergent for |z| 4 |y| < 1 and the integrals

/01 71 (1 — )4 L exp {_t(lp— t)] dt,

1
/ s —5) " exp {— P } ds
0

s(1—s)
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are absolutely convergent for p > 0, Re(d) > Re(a) > O and p > 0, Re(e) >
Re (¢) > 0 respectively, we have a right to interchange the order of of summation and

integration to obtain

tb 1 d b— 185—1 (1 S)e—c—l P D
/ / 1—xt—ys> P [‘tu —0) s(l—sJ drds

_ZZ Doin 7 m'/ (1 — )" exp [_t(1p—t)}dt

n=0 m=0

' p
X /o s (1 — 5)lexp [_s(l — 3)1 ds.
Finally by (2.4) and (3.2), we get

b— 1 d b—1 c—1 e—c—1
1-—
/ / t Gl 5) exp |— P _ P dtds
1 —xt —ys)” t(1—t) s(l—ys)

= B (b,d—b) B(c,e —c) Fy(a,b,c;d, e; 2, y; p).

Whence the result. [

3.3 Extended Riemann-Liouville Fractional Derivative

The classical Riemann-Liouville fractional derivative of order p is defined in Chapter
2. Fractional calculus has become an active research field since it has various appli-
cations in different areas of science and engineering, such as fluid flow, electrical net-
works and probability. Systematic account of the investigations of various authors in
the field of fractional calculus and its applications has well presented in [34]. The use
of fractional derivative in the generating function theory has explained by Srivastava

and Manocha [32].

Now, adding a new parameter, we consider the following generalization of the extended

Riemann-Liouville fractional derivative operator:

DEP{f (2)}

2
o\ —u—1 —Dpz
(z —t) exp (t(z — t)) dt, (3.4

(Re (1) <0,Re(p) >0)
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and form — 1 < Re(u) <m (m=1,2,3...),

m

DEr(f ()} = L prmir ()

Cdzm

= Ay [ SO e (5 )i

where the path of integration is a line from 0 to z in complex ¢—plane. For the case

p = 0 we obtain the classical Riemann-Liouville fractional derivative operator.

We start our investigation by calculating the extended fractional derivatives of some

elementary functions.

Example 3.3.1. Let Re (\) > —1,Re (i) < 0. Then

BA+1,—u;
Dg,p{z)\} — ( lj—(_vu)uap) ZA_'U.

Solution. Using (3.4) and (2.4), we get

DEr() = (1_M) /0 Pt exp (t (;p_i)) dt
- (1_u) /0 ) (2P (1 — w) " exp (ﬁ) sdu
=t e () o
_BOHL-m .,
I'(=p)
Whence the result. OJ

Example 3.3.2. Let Re (A\) > 0,Re (o) > 0,Re (1) < 0 and |z| < 1. Then

DY (177 = O, (0, i)
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Solution. Direct calculations yield
DI {7 (1= 2) )
1 /Z A-1 —a ( —p2*? ) —A-1
=—— [ " (01—t "exp| —= | (z )" dt
T(u—NJs iz~ 1)
p—A—1 z AT 2
— Z—/ A=) (1-- exp P2 ) at
I =A) Jo z t(z —1)

Z,u,—A—lz)\

B aTESY /0 1 A1 —wz) (1 —w) T exp (u(l_—fu)) du.

By (2.6), we can write

pn—1
D;\*P«’P{Z)‘fl (1 — Z>_a} = ﬁB ()\, m— )\) Fp (Oé, >\7 3 Z)
[ —
r
= ()\) Z'u_le (O(,/\,,LL,Z)

Hence the proof is completed. ]

The more general form of the above result is given in the following example.

Example 3.3.3. Let Re (u)>Re(A) > 0,Re(a) > 0,Re(5) > 0; |az| < 1 and
|bz| < 1. Then

r'(\
DXL (1 —az) (1 —b2) 7Y = —FE §Z“1F1 (A o, Bs pyaz,bz;p) .
m

More generally, letting Re (11)>Re (A) > 0,Re(a) > 0,Re(8) > 0,Re(v) > 0,

laz| < 1, |bz| < 1 and |cz| < 1 we have

DI HPLAT(1 —az) ™ (1 — bz)_ﬁ (1—c2) "}
I'(\

' (p)
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Solution. Considering Example 3.2.1, we get

DM P LA (1 — az) ™ (1 —b2) P}

= ;) /O A1 —at) ™ (1 —bt) P exp (LZQ) (z—t)" " tat

T (p—A t(z—1)

— % /OZ A 1 —at) (1 —bt)” (1 - g)uAl exp (t(;p_i)) dt

_ % /01 (1 = auz) " (1= buz) P (1 —w)" *exp <u(1_—fu)) du
= %z“_lﬂ (A, v, B p1; az, bz p)

Using Example 3.3.1 and (3.3), we obtain

DXL —az) (1 —b2) P (1 —c2) "}

S S C PRI G

=_— " By (N +m A+ n 4+ u— N) 2"

" min!r!

BO=N) 1 5~ BpOtmtntrp=2) (@ (B om0y

— m n T b
[(p=2) m;:() B\ pu—A) m!n!r! (a2)™ (b2)" (c2)

r
= %Z“_IFE’)@ (A, a, B,7; p;az, bz, cz) .
Whence the result. u
Example 3.3.4. For Re (1)>Re (\) > 0,Re (a) > 0,Re (8) > 0,Re (y) > 0; : f -

Land |z| + |2z| < 1, we have

D?_“”’{ZA_I(l—Z)_an (a,ﬁ;v; & >}
1—=2
1

T BBA-BAT (-

)ZuilFQ (Oé,ﬁ,)\,’Y,,M,I’,Z,]?)

25
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Solution. Using Example 3.3.1 and (3.2), we get

D)#p {Z’\_l (1-2)"F, (a, B;; . )}
z

_ DA—u.p Z)\—l ) 1 = (a)n Bp (ﬁ +n,7— 5) z "
- { = g & l (1—2)}

n=0

_; A—p,p Z)\—l S n _n _ a—n
- 55— { %() p (B4m,7=B8)— (1-2) }

! B ZB (B+ny=8)—

- 55 M
B(ﬁvfy_

— mD;\*,LL,p {Z)\fler}
m,n=0

(@) By N +my =)
R LIRS s e R

m,n=0

1
= TRy (0, B, M5, 45, 25 p) -
BBy AT )
The result is proved. [

The next theorem determines the extended fractional integral of an analytic function.

Theorem 3.3.5. Let f(z) be an analytic function in the disc |z| < p and has the power

o0
series expansion f (z) = > a,2". Then

DI ()} = 3 D)

-1 ©o©
Z)\ul

CLan (>\ +n, _:U’) Z"

provided that Re (\) > 0,Re (1) < 0 and |z| < p.

Proof. We have

DEP{A f(2)} = DiP {ZH ianzn}

1 n - _p22
tA ant (z—1)~ exp( (z—t))dt
— 1 ' > A— 12’_“ 1 _ 7'“71@}( —p OOE ap (2 nZ

)\ pn—1 _ °
_ A— 1 —,u—l < D n
/s e p(g(l—g) > (e e
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Since the series - a,2"¢" is uniformly convergent in the disc |z| < pfor 0 < & <
1 and the integral fol ‘f’\*l (1—6)"exp (g(f—f’g)) ’ d¢ is convergent provided that
Re(A) > 0, Re(u) < 0 and Re (p) > 0, we can change the order of integration and

summation and obtain

iR (2))

_ 2 f:a / gl (1—g)“1exp< L )d§
" §(1-¢)
o0 Z)\+n—1—u
= ; @nWBp (A +n,—p)
= % HZ:O anBy (A +n,—p) 2"
Whence the result. U

3.4 Mellin Transforms and Extended Riemann-Liouville Fractional

Derivative Operator

The main result of this section is the following:

Example 3.4.1. Let the Extended Riemann-Liouville fractional derivative be defined

by (3.4). Then we have

EJJT[DZ”’{Z’\} Ls] = Ffi BA+s+1,5—p)z "

where Re (A\) > —1,Re (1) < 0,Re(s) > 0.

Solution. Using the definition of the Mellin transform, we get
m [W Sk / P (P dp
tAz—t ulexp( P )dtdp
t(z - )
Zul/ 51/1&*(1 ) )dtd
= p - D
I'(=p) Jo 0 t(z _t
Z_M_l /OO 51/1 )\)\(1 ) dud
= D u'z zdudp.
I'(=p) Jo 0 u(
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Now, letting Re (A\) > —1,Re (u) < 0,Re (s) > 0, then the integrals

/01 W (1= u) " exp (u(l_—fu)> du

foen ()

are absolutely convergent and therefore the order of the integration can be interchanged

and

to yield
M [DLP {z’\} : 5]

Making the substition r = >,

M [DLP {2)‘} : 5]

Z)\—M 1 o0
= / (1 —u) ! / w1 —w) T e (1 — w) drdu
0 0

I'(—p)
Z/\f,u 1 ) [e's)
= / M (1 — )™ / r* e "drdu
I'(=p) Jo 0
U'(s) /1 Py s—p—1 (s) A
= 2 W (1 —w)" du = BA+s+1,s—p)2z""*,
['(=p) 0 [(=p)
which completes the proof. [

As an application of the above example we have the following:

Example 3.4.2. Let the extended Riemann-Liouville fractional integral be defined by

(3.4). Then we have

[(s)z"
_M>B(S+ 178 _M)

W[Dg’p{(l—z)_a}:s]zr( F(a,s+1;2s —p+1;2)

where Re (1) < 0,Re (s) > 0,Re(a) > 0and |z] < 1.

Solution. Letting Re (1) < 0,Re(s) > 0,Re(ar) > 0 and |z| < 1 and then using
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Example 3.4.1 with A = n, we can write that

M [DEP{(1—2)"} 5] = Z <O‘)"zm[ngp {z"} : §]

—~ n!
_ () = (a), e
_F(_M)nzzo mB(n—i—s—l—l,s—,u)z
[ (s) 27" & (a), 2™
= — B 1,5 — n__
) 2 (n+s+1,5—p) o
Whence the result. [

3.5 Generating Functions

In this section, we obtain linear and bilinear generating relations for the extended hy-
pergeometric functions F},(a, b; c; z) by following the methods described in [32]. We

start with the following theorem:

Theorem 3.5.1. For the extended hypergeometric functions we have

n!

= (A _
Z( )”Fp()\+n,a;5;x)t” =(1-1) ’\Fp ()\,a;ﬁ;li_t) (3.5)

n=0

where |z| < min{1, |1 — t|} and Re(\) > 0, Re() > Re(a) > 0.

Proof. Considering the elementary identity

1-—1¢
and expanding the left hand side we have, for |t| < |1 — x| that

i(ig’n (1—55)”(1:70)71:(1—@—A [1— 13]4'

n=0

Now, multiplying both sides of the above equality by z*~! and applying the extended

fractional derivative operator D%~#* on both sides, we can write

Do {i <2)," (1—z) (1 f x)nxal}

n=0

SRl =
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Interchanging the order, which is valid for Re(a) > 0 and [t| < |1 — z|, we get

i %D;}-@P {xa—l (1- x)***"} t"

n!
n=0

)

Using Example 3.3.2, we get the desired result. [

The following theorem gives another linear generating relation for the extended hyper-

geometric functions.

Theorem 3.5.2. For the extended hypergeometric functions we have

o A o
> %Fp (p—n,0; B2)t" = (1 — ) Fy (mm A By, 1—2;1?)
n=0 ’

where Re(3) > Re(a) > 0,Re(p) > 0,Re()) > 0;[t] < 1+ |2

Proof. Considering

1-1-a)t] =1-t" [1+ f_ttr

and expanding the left hand side we have, for || < |1 — z| that

5~ Mo (g g (1 =y {1— _xt}A.

n! 1—¢

n=0

Now multiplying both sides of the above equality by 2%~ (1 — )~ ” and applying the

extended fractional derivative operator D2~ on both sides, we get

Dabw {i %xal (1—a) t”}

n=0
—at
Interchanging the order, which is valid for Re(a) > 0 and |zt| < |1 — t|, we get

1—-1

= (1-t)peie {xal (1—a) {1 -

i %Dg—ﬁ,p {$a—l (1- x)*(pfn)} m

|
~ nl
R
(1) pot { (1—2)" {1 - } } |
1—t
Using Example 3.3.2 and Example 3.3.3, we get the desired result. O]
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Finally we have the following bilinear generating relation for the extended hypergeo-

metric functions.

Theorem 3.5.3. For the extended hypergeometric functions we have

(N
S Yap 0 nisiy) By kom0

T —yt

=(1-"FB (Mo, 80— —;
( ) 2(704777B7 71_t71_t7p)

1—
where Re(5) > Re(v) > 0,Re(a) > 0,Re(A) > 0,Re(8) > 0;]t| < ‘j and

|z| < 1.

Proof. Replacing t — (1 — y)t in (3.5), multiplying the resulting equality by 7!

and then applying the extended fractional derivative operator Dg_‘s’p, we get

Dy {i (/\>"y”’1Fp A+ n,a;8;2) (1 - y)"tn}

n!

n=0
=D (1= (1=t (N as B — ) b
Frdas -y (v
1 —
Interchanging the order of the above equation, which is valid for |z| < 1, ‘1—yt‘ <1
-
t
and ‘ * ‘ + ‘ Y ‘ < 1, we can write that
1—t 1—t
i (A)nD'y—é,p{ 'y—l(l . )n}F ()\+ 5 )tn
’I’L' Y Y Yy P n,a; 05T
n=0
yt\ ™ i
o Y -4, -1 B . 0. 1—t
_<1—t) D; P{y’Y (1—:) Fp (/\,@,6,1_—1__%>}-
Using Example 3.3.2 and Example 3.3.4, we get the result. [
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Chapter 4

EXTENSION OF GAMMA, BETA AND
HYPERGEOMETRIC FUNCTIONS

4.1 Introduction

In this chapter, we consider the following generalizations of gamma and Euler’s beta

functions
a X p
T8 (z) ::/0 ) (a;ﬁ; - Z) dt @.1)
(Re(a) > 0,Re() > 0,Re(p) > 0,Re(z) > 0),
1
(a,B) ._ z—1 (1 _ p\y—1 -

(Re(p) > 0,Re(z) > 0,Re(y) > 0,Re(a) > 0,Re(5) > 0).

respectively. It is obvious by (2.3), (4.1) and (2.4), (4.2) that, T\™ (z) = T, (),
F(()a’a) (x) =T (2), B,()O"a) (z,y) = By (z,y) and Béa’ﬁ) (x,y) = B(x,y).

This chapter is organized as follow:

In section 4.2, different integral representations and some properties of new general-
ized gamma and Euler’s beta function are obtained. Additionally, relations of new gen-
eralized gamma and beta functions are discussed. In the third section, we generalize the
hypergeometric function and confluent hypergeometric function by using B];(,O"ﬁ ) (z,y).
Then we obtain the integral representations of this new generalized Gauss hypergeo-
metric functions. Furthermore we discuss the differentiation properties, Mellin trans-

forms, transformation formulas, recurrence relations, summation formulas for this new
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hypergeometric functions.

4.2 Some Properties of Gamma and Beta Functions

It is important and useful to obtain different integral representations of the new gener-
alized beta function, for later use. Also it is useful to discuss the relationships between
classical gamma functions and new generalizations. We start with the following inte-

gral representation for F;a’ﬂ ) (x).

Theorem 4.2.1. For the new generalized gamma function, we have

1

L (s) = F(oz)ll:((?— ) /FP”Z(S)ua_S_l(l )

where I',(s) is the Chaudhry’s gamma function.

Proof. Using the integral representation of confluent hypergeometric function, we

have

Féo"ﬁ)(s) = —F(a)?((g)— a)//us Lo—ut—% o= 11— t)ﬁ_o‘_ldtdu.

Now using the one-to-one transformation (except possibly at the boundaries and maps
the region onto itself) v = ut, u = ¢ in the above equality and considering that the

Jacobian of the transformation is J = =, we get

oo 1
(a’ﬁ) — F(/B) §— 71)772 a—S8— o ﬁfa,
F;D (S) - F(Oé)r(ﬁ . Oé)//v ! dvﬂ 1(1 /L) 1d,u’
0 0

From the uniform convergence of the integrals, the order of integration can be inter-

changed to yield that
re (|7
F(a,ﬁ) _ / / s—1 —’U—Td a—s—1 1 — B—oe—ld
p () MG -/ |/ v vl pt (1= p) 1
re
| a—s—1 1 — Bfafld .
F(OC>F(6_04>O/ Pl ( ),u ( M) 1%
Whence the result. O]
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The case p = 0 in the above Theorem gives (see [2], p.192)

KOD(5) = o= [T = )y =

4.3)

The next theorem gives the Mellin transform representation of the function B;(,a’ﬁ ) (x,y)

in terms of the ordinary beta function and I'(*%) () .

Theorem 4.2.2. Mellin transform representation of the new generalized beta function

is given by

o0

[ B o = Bs + g+ )T0) (44)
0

(Re(s) > 0,Re(x+s) >0,Re(y+s) > 0),

(Re(p) > 0,Re(ar) > 0,Re(5) > 0).

Proof. Multiplying (4.2) by p*~! and integrating with respect to p from p = 0 to

p = 00, we get

/p“Bfoa’ﬁ) (z,y)dp = /p“ / (L= ) Py (o B; m)dtdp- (4.5)
; —

0 0

From the uniform convergence of the integral, the order of integration in (4.5) can be

interchanged. Therefore, we have

o

1
/ps_lB;(f"ﬂ) (z,y) dp:/ (N
0

0

8

U (03 By 2 ) dpdt.
p 1 1(a767t(1_t> p

o

(4.6)
Now using the one-to-one transformation (except possibly at the boundaries and maps

the region onto itself) v = ﬁ, i =t in (4.6), we get,
[ B @dp= [ a0 0 [ a8 )i
0
0 0

Therefore, using (4.3), we have

[e.e]

/PS_IB;(;”"B) (w,y)dp = B(s +z,y + 5L (s).
0
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Hence the proof is completed. ]

Corollary 4.2.3. By Mellin inversion formula, we have the following complex integral

representation for B]ga’ﬁ ) (x,y) :

1 100
B( B (z,9) = 5 / B(s+ z,y + s)T@(s) p~ds.

Remark 4.2.4. Putting s = 1 and considering that T'*?) (1) = % in (4.4), we

get

o0

a7B _
/B,S '(z,y)dp =Bz +1,y+1)
0

LB (a 1)
P(a)I'(B—1)

Letting Bj(,a’a)(x, y) = B,(x,y), it reduces to Chaudhry’s [4] interesting relation

(Re(z) > —1,Re(y) > —1)
between the classical and the extended beta functions.

Theorem 4.2.5. For the new generalized beta function, we have the following integral

representations.‘

w/2
Bygaﬁ) (1,y) =2 / cos®™ 1 Osin® " 0 Fy (a; B; —psec® G esc® ) do,
0

r—1

@ (gg)— [ Y B oy 1
Bp (xyy) _A (1 +U)x+y lFl (06757 2p p<u+ U>> du.

Proof. Letting t = cos? 0 in (4.2), we get
1
BB () = / Tt —t) R <a B; ) dt
Y 0 (1 —t)
w/2
=2 / cos™ 1 9sin® 1 0 | Fy(a; B; —psec® O csc? 0)db.
0

On the other hand, letting t = 1+Lu in (4.2), we get

1
(o) _ sl (] gl D
B ) = [ @0 (s s e
0 u$—1 1
:/0 mlFl (Oz;ﬁ;—Qp—p(qua)) du.

Hence the proof is completed. [
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Theorem 4.2.6. For the new generalized beta function, we have the following func-

tional relation:

a,B o8 _ Rl
B (z,y+ 1) + B (x + 1,y) = B (x,y).

Proof. Direct calculation yield

BE) (z,y + 1) + B9 (x + 1,y)
= /01 [t (1 =) e (1 - )] B ( ; 0 1 _t)> dt
:/Olﬂlu—t)y— ( B t>>dt B@S) (2,y).

Whence the result. L]

Theorem 4.2.7. For the product of two new generalized gamma function, we have the

following integral representation:

D) ()0 () — 4 / / 21 o521 sin2L g @.7)
p
.1F1< : B —r?cos’f — —r200820> 1F1< ; B —r?sin®f — 2 gin2 )drdQ.

Proof. Substituting ¢t = n? in (4.1), we get

Li(x) = 2/ Ny 3! (04;5; —n” — %) dn.
0

Ui

Therefore

F(aﬁ)( aﬁ _4/ / 2x—1 2y 1 Fl (& ﬁ —n __)

A <o<;6; e 52) dnd.

Letting n = r cos# and £ = rsin 6 in the above equality,

Féaﬂ)( (a 6) _ 4/ / 2z+y)-1 os22-1 g gin2v—1p

1By (s B8; —r? sin® 0 — ———— ) drdo.
)17 ( )

r2sin

.1F1< B —r?cos? 0 — 7"200529

Whence the result. O]
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Remark 4.2.8. Putting p = 0 and oo = [ in (4.7), we get the classical relation between

the gamma and beta functions:

L) (y)
PN Ty

Theorem 4.2.9. For the new generalized beta function, we have the following summa-

tion relation:

Proof. From the definition of the new generalized beta function, we get

Bzga’ﬁ)(x,l—y):/Oltx_l(l—t) ( . B; (1—t)>dt

Using the following binomial series expansion

-t =% (),
(It < 1),

we obtain

(e, 1_ %x+nfl . Q. P
B (x, /Z; et F a,ﬂ,t(l_t> dt

Therefore, interchanging the order of integration and summation and then using (4.2),

we obtain

Hence the proof is completed. ]

Now we obtain differential recurrence relations for generalized gamma and generalized

beta functions defined by (4.1) and (4.2), respectively.
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Theorem 4.2.10. For generalized gamma function, we have the following recurrence

relation:

Proof. Taking derivatives under the integral symbol by using the Leibnitz rule, we get

@ (ri P @+5) @ (0 @+3)  d(r (@ +2)
dp? TP dp? -5 dp

d (Fz()a”g) (x+ 3)) d (F,(,O"B) (z+ 1))
; dp R dp

R d*z dz
:/O t 1[(t3+pt)d—p2+(t2+ﬁt+p)d—p+az]dt,

+ aféa”g) (x)

where z = | F (o; 3; —t — £) . On the other hand, since z = 1 F} (a; 3;—t — ?) isa
solution of the equation

2

3 Pz o dz  _
(#* + pt) dp2+(t + Bt +p) g ter=0

we get the result. [

Theorem 4.2.11. For generalized beta function, we have the following recurrence re-

lation:

& (B},“’ﬂ) (z 43,y + 3)) d (Bﬁaﬂ) (z 42,y + 2))
dp? +5 dp

d (B,Saﬁ) (@ +1,y+ 1))
dp

p

P +aB? (z,y) = 0.

Proof. Let S denotes the left handside of the above assertion. Taking derivatives under
the integral symbol in (4.2) by using the Leibnitz rule, we get

2

! d°z dz
= =11 _ v 1 S — -
S = /0 (1 —1) {pt(l t) 5 T (Bt(1 —t) +p) — + az| dt,
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p
t(1—1)

> is a solution of

where z = | F} (a;ﬁ; ﬁ) .Since z = 1F} (oz;ﬁ;
the equation
d*z

pt(l —t)—

dz
1— & —
a2 + (Bt(1 —t) +p) a0 +az =0,

we get the result. [

4.3 Generalized Gauss Hypergeometric and Confluent Hypergeo-

metric Functions

In this section we use the new generalization (4.2) of beta function to generalize the

hypergeometric and confluent hypergeometric functions defined by

= BYP (b +n,c—b) 2"
F ) (a,b;c; 2) :; Blo.c—0) o

and

respectively.

We call the Fé“ﬁ ) (a, b; c; z) by generalized Gauss hypergeometric function (GGHF)
and 1 F“?) (b ¢; ) by generalized confluent hypergeometric function (GCHF).
Observe that [5],

F(ea) (a,b;c;2) = F,(a,b;c; z),

p

Fo(a’ﬁ) (a,b;c;2) = oF (a,b;¢;2),
and

LR (b0 2) = 1B (b 2) = @y (b5 2),

1F(a60 (b;e;2) = 1F1 (b 2) .
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4.4 Integral Representations of the GGHF and GCHF

The GGHF can be provided with an integral representation by using the definition of

the new generalized beta function (4.2). We get

Theorem 4.4.1. For the GGHE, we have the following integral representations:

1 1
FB) (q bc 2) = / =11 — p)eb-1 48

5. P ~a
.1F1 (Oé,ﬁ,t(l_t>> (1—Zt) dt,

(Re(p) > 0; p=0and |arg (1 — z)| < m;Re(c) > Re(b) > 0)

o 1 ee b_ a—c —a
Fzr(» ’B)(a,b;c;z)::m/o w1+ w) 1+ u(l - 2)]

1
1 Fy (oz; B;—2p—p (u + —>) du,
u

2 2 a
m /0 sin?* = v cog? 21y (1 — zsin? 1/)

1B (065; 2_—192) dv.
sin” v cos* v

a?ﬁ . . [yp—
Fé ) (a,b;¢;2) ==

Proof. Direct calculations yield

n=0
_ 1 - ' b+n— c—b—1 . 0. —D 2"
_mnz:o(a)n/o t+ 1(1—t) 1F1 (a7ﬂ7t(1—t)>mdt
_ 1 e c—b—1 LD = (2t)"
- B(b,C—b)/O tb 1<1_t) lFl (aaﬁv t(l—t));(a)n n dt

—; ' -1 _ p\e—b-1 . —p B —a
_B(b,c—b)/o (1 — 1) 1Fy (a’&t(l—t)) (1 —zt) “dt.

Setting u = % in (4.8), we get

1 oo
Féa’ﬂ) (CL, b; c; Z) = ) / wb™t (1 + u)a—c [1 + u(l - z)]—a
0

B(b,c—b

1
1 Fy (Oz;ﬁ; —2p—p (u+ E)) du.
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On the other hand, substituting ¢ = sin? v in (4.8), we have

2 2 —a
Fga’ﬁ) (a,b;c;2) = m /0 sin?®~ !y cos® 1y (1 — zsin® y)
1P <Oé§5; 2_—132) dv.
sin” v cos? v
Hence the proof is completed. [

A similar procedure yields integral representation of the GCHF by using the definition

of the new generalized beta function.

Theorem 4.4.2. For the GCHF, we have the following integral representations:

1

(e.B5p) 1 b—1 c—b—1 zt -p
F bc;z) i = ————— t 1—1t¢ F (B ————— | dt
141 (7C7Z> B(b,c—b)/o ( ) €1 l(a;ﬁvt(l_t>> )

4.9)
. L — u)b_1 b1 —p
Fl@Bp) (poo oy / ( 2(1-u) . .
147 (b,C,Z) o B(b,C—b) € 141 04757 u(l—u) du

(p > 0; and Re(c) > Re(b) > 0)

Remark 4.4.3. Putting p = 0 in (4.8) and (4.9), we get the integral representations of
the classical GHF and CHF.

4.5 Differentiation Formulas for the New GGHF’s and New GCHF’s

In this section, by using the formulas B(b,c — b) = {B(b+ 1,c¢ — b) and (a), ; =
a(a+1),, we obtain new formulas including derivatives of GGHF and GCHF with

respect to the variable z .

Theorem 4.5.1. For GGHF, we have the following differentiation formula:

da

b
g {Féa’ﬁ) (a, b; c; z)} = —( Jn (a)"Féa’ﬁ) (a+n,b+n;c+mn;z).
Zn

()
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Proof. Taking the derivative of ija’ﬂ ) (a, b; c; z) with respect to z, we obtain

d  os d & B,(,a’ﬁ)b—l—n,c—bz”
£ e ) {z enconz)

=0

= Db+ n, c—b) Zn 1
Z B(b,c — b) (n—1)"

Replacing n — n + 1, we get

d ba B (b+n+1,c—b) 2"
R F(ayﬁ) . e _ 1 p ) ~
= { p ((I,b, & Z)} Z (a+ )n B(b+ LC_ b) n

b
aF(O‘ﬁ) (a+1,b+1;c+1;2).

Recursive application of this procedure gives us the general form:

{F(a (a,b;c;2)} = %Féa’ﬁ) (a+n,b+n;c+n;z).
CTL

Whence the result. O]

dz”

Theorem 4.5.2. For GCHF, we have the following differentiation formula:

dTL

d—lFl( i) (b;c;z):ﬂlFf Bip) (b+mn;c+n;z).
ZTL

(©)n

4.6 Mellin Transform Representation of the GGHF’s and GCHEF’s

In this section, we obtain the Mellin transform representations of the GGHF and

GCHE

Theorem 4.6.1. For the GGHF, we have the following Mellin transform representa-
tion:

I'@f(s)B(b —b
SJI{F abcz):s} = ()B((bl—jlf)—l_s )gFl(a,b+s;c+25;z).

Proof. To obtain the Mellin transform, we multiply both sides of (10) by p*~! and

integrate with respect to p over the interval [0, co). Thus we get

EDI{F[EO"ﬁ) (a,b;¢;2) s} = /0 psilFéa"B) (a,b;c;2) dp

B 1 . c—b-1 —a . g P
_—B(b,c—b)/o (1 —t) (1 — 2t) UO PR (O"ﬁ’t(l—t)>dp] dt.
(4.10)
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Substituting u = i) in (4.10), we obtain

1t)

/OOOP81 17 (04;5; t(l_f) t)) dp = /OOO u (1 —1)* L Fy (o B; —u) du
— (1=t [ 1F (a8 —u)d
(1 —1t) /0 1F1 (o B; —u) du

= t5(1 — t)°’T@PA)(s).

Thus we get

1
m {Féa’ﬁ) (a,b;c; z) S} = b - b) / tots—1 (1-— t)c+8_b_1 (1— zt)*“F(o"ﬁ)(s)dt

F(aﬁ()B(b—i-s c+s—Db) 1
B(b,c—b) B(b+s,c+s—0)

1
0

LA ($)B(b+s,c+s—b
— ()Béb,c—b) )QFl(a,b+s;c+23;z).

Hence the proof is completed. 0

Corollary 4.6.2. By Mellin inversion formula, we have the following complex integral

representation for F,Sa’ﬁ )

F(O‘ﬁ) (a,b;c;z) =

1 oo (a,f) —
/ ()B(b+s,c+s b)2F1(CL,b+S;C+28;Z)p_SdS.

2mi B(b,c —b)

Theorem 4.6.3. For the new GCHF, we have the following Mellin transform represen-

tation:

@A (s)B(b+ s,c+ s —b)

Bloc—1) 1F1(b+ s;¢+2s;2) .

9)?{1F1(a’5;p) (b;c; 2) 5} =

Corollary 4.6.4. By Mellin inversion formula, we have the following complex integral

representation for 1F1(a’ﬁ 2

: 1 [>T s)B(b+s,c+s—b)
Fles) () :__1/ :
T Bez) = 5 B(b,c—b)

1Fy (b+ s;¢+ 2s;2) pids.

—100

4.7 Transformation Formulas

Theorem 4.7.1. For the new GGHF, we have the following transformation formula:

a)ﬂ .« e — —a Q,B < he z
FIS V(a,byc;2) = (1 — 2) “ F! )(a,c—b,b,—),

P z—1

(larg(l — 2)| < ).
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Proof. By writing

M= 21—t =(1—2)° (1 + - Zt) h

and replacing ¢ — 1 — ¢ in (4.8), we obtain
1—2)"" ! _ z e
F(O‘wB) b . — ( / 1 _ t b—1 tc_b_l 1 _ t
p <a7 7C?Z) B(b,c_b) 0 ( ) 2_1

(Re(p) > 0; p=0and |z| < m;Re(c) > Re(b) > 0).

Hence,

av/B . e — —a anB - h- ?
Fé V(a,byc;2) = (1 — 2) “ F{ )(a,c—b,b,—).

p z—1

]

1
Remark 4.7.2. Note that, replacing z by 1 — — in Theorem 4.7.1, one easily obtains
z

the following transformation formula

1
(a.B) el — 2 ) = sap(aB) —bb 1 —
F, (a, b;c; 1 Z) =z FZS (a,c—b;b;1 —z)

(larg(2)] < 7).

z
Furthermore, replacing z by T in Theorem 4.7.1, we get the following transforma-
z

tion formula

p

o, o P
Fp( )(a,b,c, 1

—1—2) = (14 2)*F*?) (a,¢ — b; b; 2)

larg(1l 4 z)| < 7.
Theorem 4.7.3. For the new GCHE, we have the following transformation formula:
1F1(a’6;p) (b;c;2) = exp(z)lFl(a”B;p) (c—b;e;—2).

Remark 4.7.4. Setting z = 1 in (4.8), we have the following relation between new

defined hypergeometric and beta functions:

1 1 _
F*? (a,b;¢;1) = —)/ A —) TR (a;,@; F ) dt
0

B(b,c—b t(1—1t)
_ B,ga’ﬂ)(b,c —a—"0)
B(b,c—b)
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4.8 Differential Recurrence Relations for GGHF’s and GCHF’s

In this section we obtain some differential recurrence relations for GGHF’s and GCHF’s.

We start with the following theorem:

Theorem 4.8.1. For GGHF’s we have the following recurrence relation:

dQF(Oéﬂ) b . .
pB(b+3.c—b+3) p 7 (a,b+3;¢+6;2)

dp?
AFSP) (a,b+ 2 ¢ + 4; 2)
—BB(b+2,c—b+2)—2~ ’ ’ ’
BB(b+2,c—b+2) dp
dF,Sa’ﬁ) (a,b+ 1;¢+2;2)

—pB(b+1,c—b+1) —l—an(a’ﬁ) (a,b;c;z) = 0.

dp

Proof. Let S denotes the left handside of the above assertion. Taking derivatives under

the integral symbol in (4.8) by using the Leibnitz rule, we get

S = /1 - ! {pt(l - t)& + (Bt(1 —t) + p) dz + az} dt,

dp? dp
where z = 1F1 | o; 3; P ) Since z = 1Fi | o B _—P ) is a solution of
t(1—1t) t(1—1)
the equation
d*z dz
t(l—1t)— t(1—t — =0
P =05 + (B0 =) +9) . +az =0
we get the result. [

In a similar manner, we have the following for GCHF’s:

Theorem 4.8.2. For GCHF’s we have the following recurrence relation:

pB(b43.c—b+3) BF (b+ 3;c+ 6 2)

dp?
d F(Oéﬁ;p) b+ 9 4-
—BB(b+2,¢c—b+2)—2 (b+2c+47)
dp
lel(a’B;p) (b+1;¢c+2;2)

—pB(b+1,c—b+1) + o FLPP) (b e 2) = 0.

dp
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Chapter 5

SOME FAMILIES OF GENERATING FUNCTIONS
FOR A CLASS OF BIVARIATE POLYNOMIALS

5.1 Introduction

Over three decades ago, Srivastava [30] considered the following family of polynomi-

als,

(=) Nk
k!

App® (5.1)
(n € Ng=NuU{0}; N € N),

where {A,, x},",_ is a bounded double sequence of real or complex numbers, [a] de-
notes the greatest integer in @ € R, and ()\),, denotes the Pochhammer symbol. The

Srivastava polynomials S (z) in (5.1) and their such interesting variants as follows:

%]
(_Z?N’“ Amini 2 (n,m € Ng = NU{0}; N € N), (5.2)

Sflvm(z) =

k=0

were investigated rather extensively by Gonzaléz et al. [15] and (more recently) by

Lin et al. [18]. Clearly, we have

STJZO(Z) = SN(z).

n

Motivated essentially by the definitions (5.1) and (5.2), the following family of bivari-

ate polynomials was studied by Altin et al. [1]:

2|3

[ ] :L.n—Nk; yk;

m, N = A —_— —
Sn (37,?/) m-+n,k (n _ Nk)' k'

(n,m € Nyg; N €N), (5.3)

£
I

0

who showed that the two-variable polynomials S™" (x,y) include, as their particu-

lar cases, such well known polynomials as Lagrange-Hermite polynomials, Lagrange
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polynomials and Hermite-Kampé de Feriét polynomials (see, for details, [1]). How-

ever, by comparing the definitions (5.2) and (5.3), it is easily observe that

m z" y
Sn 7N(xay) - msfz\{m ((—l’)N) ) (54)
and
n!

which exhibit the fact that the two-variable polynomials S™" (x, 1) are substantially
the same as the one-variable polynomials Sﬁxm(z) which were introduced and inves-
tigated earlier by Gonzaléz et al. [15]. Lately, the following family of polynomials in

three variables was studied by Srivastava et al. [33]

(%] [a7] Y7 n—Nk

m,M,N A Yy z
Sn ZE y Y, 2 kz:% o m—l—nkl (k’ Ml) (TL— Nk’)'

z|s
B

(n,m e Ny; M,N €N),

where{ A, » & }m.n.ken, 18 @ suitably bounded triple sequence of real or complex num-
bers. Finally, it should be mentioned a very recent paper related with the above families

of polynomials [19].

In this chapter, we present various families of generating functions for a class of poly-
nomials in two-variables defined by (5.3). Furthermore, several general classes of bi-
linear, bilateral or mixed multilateral generating functions are obtained for these poly-

nomials.

5.2 First Set of Main Results and Their Consequences

In this section, by applying a method which was used recently by Chen and Srivastava
[12] for obtaining several general double series identities, we first aim to obtaining
various families of generating functions for the polynomials S™ (z, ), given by (5.3).
We then consider some interesting applications and corollaries resulting from these

general theorems on generating functions.

47



Theorem 5.2.1. Let {Q2(n)},~ , be a bounded sequence of complex numbers. Then

N Q@2m+n) o, N Z2m =
n,mzzo (V + %)m m! m,n;()

Amint Nk (V) (=42)" (zw + 22)" (wa)k
" (2v)

(5.6)

. m! n! k!

1
(1/+ 5,21/ ¢ 7y =1{0,-1,—2, }) :

provided that each member of the series identity (5.6) exists.

Proof. For the sake of convenience, we denote the left hand side of (5.6) by A, y(z,y, 2, w).
Then using the definition (5.3) of S™ (x,y) in the left hand side of (5.6) and setting

n — n + Nk, we have

o0

Q(2m +n+ Nk) 22m (pw) (yw ¥
AV,N(aja Y, z, ’LU) = Z (I/ + l) A2m+n+Nk,k minlk! (57)
m,n,k=0 2/m
Now setting
n—n-—2m (Ogmg[g};n,mENo)

in (5.7) and then using the following elementary identity:

n! n
(n—2m)! = — — 0<m< |=|;n,meéeNy),
22(=F)m(=5 + 3)m [2}
we get
o n N\k
zw)" (yw
AV,N(xa Y, z, w) = E : Q(TL + Nk)AnJrNk,k( )nfk‘ )

o

n,k=0

—

B}

(=Dnl=4 + D (2_)’“

—  ml (v+13) Tw
< (zw)" (yw™)*
n,k=0
n n 1 1 22\ 2
.2F1 _57 —§ + 5, v+ 5, <H) ] . (58)
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Finally, by making use of the following quadratic transformation for Gauss hypergeo-

metric function o [ :

1 1 )
o Fy (a,a+ 537 22) = (1+2) R (2047 — 5;27 - 1; N fz) (5.9)

(larg(1+2)| <m—e (0<e<m); 72y-1¢%Z),

in the last member of (5.8), we find that

oo n k
rw + 22)" (yw™
AV,N(x7 Y, =z, 'LU) = Z Q(n + Nk)An+Nk7k ( TZ')k'( )
n,k=0 o

4z
Tw + 2z

£ [—n, v; 2v;

> zw +22)" (yw™)*

- Z Q(n + Nk)An+Nk,k< l) ‘(Z/ )
pr’ kin!

& (—n)m(y)m( 4z )m7

2v) _ m! Tzw + 2z
(2v),,

m=0

which, upon rearranging the sums, yields

Ayn(2,y,z,w) = ZZQN‘FNK’ n-i—Nkk(( ))

n,k=0m=0
(—42)" (zw +22)"" (wa)k
m! (n—m)! k!

> 1
Z Qm+n+ NE)An Nk k ((QV))W

m,n, k=0 m
(—42)™ (zw + 22)" (wa)k
om! n! k!

Thus the proof is completed.

In a similar manner, by applying the method used in proving Theorem 5.2.1 and fol-

lowing hypergeometric transformation:

”1_Z_1> (5.10)

1
Filoaao+=vz)=0-2)""F 20,2y 20— 1;v; ——nr
2 1( 2’}/ > ( ) 2 1( v Y 2m

(larg(l = 2)| <7 —e (O<e<m);v¢Zy),
we can easily prove the following Theorem 5.2.2.
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Theorem 5.2.2. Let {QX(n)} ~ , be a bounded sequence of complex numbers. Then, we

have
L Q@2m+n) o N 2" =
m;:() WSR (I, y)W = m;() Q(m +n+ Nk)Am+n+Nk,k
2v+n+m—1) {3 (wz—Vuwz?— 4z)}m
o, ml
(Vw?a? — 4z)" (wa)k 7~
' n! k! (v ¢ Zo).
(5.11)
provided that each member of the series identity (5.11) exists.
By setting
—2z
w=—
x
in Theorem 5.2.1, we get Corollary 5.2.3 below.
Corollary 5.2.3. The following series identity holds true:
= (2 m 22 \"
3 822m 4+ 1) gomn g, e (_>
=0 (l/ + 5)m m! x
= Z Q(m + Nn)AminNnn
n,m=0
1 AN\"
), (a9 (v(279") (5.12)
(2v),, m! n! ’ '
whenever each member (5.12) exists.
Upon setting
N =1land A, = (@)m_n(B)n
in Corollary 5.2.3 and taking into account the following relationship:
Sam (@, y) = (@)am g\ ™7 (2, y)
where ([32], p. 441, Equation 8.5, 12)
) - Ty
gn (@, y) = Z(@)n—k(ﬁ)km (5.13)
k=0
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are the familiar Lagrange polynomials in two variables, we obtain

o0

Q(2m+n o2 22 —22\"
> ((V+—%)n1)(a)2m9£+ ’B)(l’»y)—( )

m! x
m,n=0

= 3 atm e n) e, (9, g S

(5.14)

On the other hand, by taking 2(n) = 1 (n € Ny) in (5.14), we can derive the following

generating function for Lagrange polynomials g,(f"ﬁ ) (x,y) given explicitly by (5.13):

)om 0t 2 22m 2\ "
ZOO « v —4)™ —20 1yz2)"
( ()gj/gm)m( m!) (6)”( n!y )

m,n=0

= (1+ 227 'yz) LR (o, v;2v; —42) ( vz

T

1
< 5) . (5.15)

In view of the following relationship between the classical Jacobi polynomials pleh) (2)

and the Lagrange polynomials gih) (z,y) ([32], p. 442, Equation 8.5, 17):

0 ) = (g = )P (20

we can rewrite (5.15) as a generating function for the Jacobi polynomials as follows :

o0

Z M(y — g)nplra-2m-—n,—f-n) <x “J) 2 <—22)n

m,n:O (V + %)m

x—1y) m! x
_ 1
— (1 + Qx_lyz) 7 oFy (o, v; 2v; —42) (‘%‘ < 5) : (5.16)

Next, by setting

(5)
2= |—=

2

in Theorem 5.2.2, we get Corollary 5.2.4 below.

Corollary 5.2.4. The following series identity holds true:

i Q(2m + TL) me w2m+n

SQm,N o
m,n=0 (l/)m " ('T’ y) m! 2m

N)n

_ i Q(m+Nn)Am+Nn,n(2y+m_1)m <%>m (yw

5.17
Rt (v),, m! 2 n! .17)

whenever each member of (5.17) exists.
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Choosing

N =2 and Am,n = (a)m72n<ﬂ)n

in Corollary 5.2.4 and taking into account the following relationship:

S72lm72($7 y) = (Oé)th(OhLQm’ﬁ) (SL’, y)7

n

where h{™?) (x,y) denotes the Lagrange-Hermite polynomials given explicitly by

n—2k, k

a Ly
P (,y) = (Oé)nf%(ﬁ)k(n_—wa (5.18)
k=0
we obtain
N Q@2m+n wt2m T2 p?mtn
> Q(O&)thﬁl ) (2, y)
(v) 2m
m,n=0 m
- 2v+m—1)
= Q m n =
> Qe+ 2@ (B 5
m,n=0 m
wr\™ (yw?)"
. (7) (ym) . (5.19)
In view of the elementary identity:
92m (2v=1
Qu+m-—1) = )y O (m € Np),

2v — 1),

by setting Q2(n) = 1 (n € Ny) in (5.19), we can deduce the following generating

function for the Lagrange-Hermite polynomials i) (z,y) given explicitly by (5.18):

> (a)2m me w2m+n
py(at2m,B)

2 ), e

m,n=0

N 2 )m m (yw?)"

= nmzzo(a)m(ﬁ)nm_—l)mm! (2wz) o

= (1-yu?) "R (a, ?; 2v—1; 2wx) (Jyw?| <1). (5.20)

Remark 5.2.5. If we take z = 0 in Theorem 5.2.1 or in Theorem 5.2.2, we get the

following generating function:

N\™ n
ZQ )SON (2, y)w Z U+ Nm) Ay L) ()

m! n!

)
m,n=0

which was derived earlier by Altin et al. [1].
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5.3 Multilinear and Multilateral Generating Functions

The aim of this section is to obtain several families of bilinear, bilateral or mixed
multilateral generating functions for the polynomials S™ (x,y), given in (5.3), with
the help of the method considered in such earlier works [20] and [23] (see also [[32],

Chapter 8]) and very recently in [24].

First of all, by making use of (5.15), we have the following result.

Theorem 5.3.1. Corresponding to an identically nonvanishing function @y (&1, &o, ..., &)

of s (real or complex) variables

£1,6,...6 (s eN),

let

A(fb §2y -85 T, 9) = Z ak,l®k,l(€la£2> e fs)Tk@l ( Qg 7"é 0) . (5.21)

k,1=0

Suppose also that

(] [5]
@m,n(xa Y; 517 527 EERE) 68; Cv w) = Z ( Okl (a)QT_zpl

k=0 1=0 Vv PO (v + 3 )m—pi

23

Pri(€1, 62,05 8s) 9(a+2m_2pw+/\k+pl)(% y) Pt (5.22)

n—qk

(n,g,m,pe N X peC).

Then

3 ozt Y\ am [ —26\"
Z ZGM,H ('x’y;é.l?éé? "‘758; m, tTp) tz <7)

m=0 n=0

2t 7
= (1 + i) o F1 (v, v; 2v; —4t)
x

. 0 Ui
A (51,52,...,55, 11 2yt (1+2W1>p> (5.23)

(151<2)
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provided that each member of (5.23) exists.

Proof. For convenience, let M(x,y,t) denote the first member of assertion (5.23) of

Theorem 5.3.1. Then, upon substituting for

@m,n(xa Y; 617 527 s fsa C,W)

from (5.22) into the left hand side of (5.23), we find that

N oz —2t\"
M(l’,y,t) - Z Z@m,n (xvy;§17€27 "'765; ﬁ’ t%> tQm <_)

a
m=0 n=0
- BB, o
- Z mq)k,l(gl?g??“'vfs)ﬁ
mn=0 k=0 =0 pe): VT 5)m—pl
—9t n—aqk
G (g ) g2 (T) . (5.24)

Now, by setting n — n + gk and m — m + pl in (5.24), we obtain

S &)2m a-+2m
M(x7yat) = E ak,l®k’,l(§l>€2> "'ags) (V(—l-)l> 97(1 H2m, ot Mtpl) (-T,y)
n,m,k,l=0 2/m

t2m ot \"
.5’%;1—' (—> . (5.25)
m! Xz

Finally, in view of (5.15) with 8 — 3 + Ak + pl, we find from (5.25) that

Mz, y,t) = (1 + 2x_1yt) - o Fy (v, v; 2u; —4t)

5k 77l
. a1 P JEa, 00, &
Mzzzo et Bt €2, & )(1 + 22 1yt)™ (1 + 22— Tyt)”

— (1 + 2x_1yt) - o Fy (o, v; 2v; —4t)

0 n
'A Y YR S; ) )
(fl 2,5 ¢ (1+2ytx*1)’\ (1—|—2ytx—1)p)

which proves the assertion (5.23) of Theorem 5.3.1. ]

In a similar way, by applying (5.20) instead of (5.15), we are led fairly easily to Theo-

rem 5.3.2 below.
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Theorem 5.3.2. Corresponding to an identically nonvanishing function CD,(:; (&1,&2, .-, &)

of s (real or complex) variables

517627"'753 (5 EN)

let

AD(EL &, 637, 0) = Y b®L (61, &, )T (i £0). (5:26)

k,1=0
Suppose also that
7] %]
b Q) opm—
®£L{Zn(x7y;§l7€27"'7£s;C7W) = kil l '( )2 2pl
k=0 1=0 (m -D ) (V)m—pl
(I),(:l) (&1, &, ..., fs)hg‘i‘Zim—Qpl,ﬁ-i-)\k—&-pl) (z, y)CFw! (5.27)

(n,g,m,pe N X peC).

Then

00 00 ) 21077 (tx)Zm
(1) ) . "
2,2, (x’y’&’&’“"@’tq’(m>2p> 7

m=0n

== (]. — yt2)_/8 2F1 (Oé

0 n
1) .
A (51752%3,557 (1 —yt2)>\7 (1 _th)p> (528)

(Jy*l < 1)

2v—1
, ——— 2v — 1; 2tx

provided that each member of (5.28) exists.

We conclude of our investigation by presenting the following illustrative example.
Example 5.3.3. Upon setting
s=1, &=z D$p(2)= L,E:ll’%ﬁ) (2) and ax; = —

in Theorem 5.3.1, we obtain (see [32], p.858, Theorem 2.2)

: _ 1 B(r+0—1710)z
sent) - (e ) 6
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Lﬁﬁ‘;};"‘”ﬁ ) (2) being the case r = 2 of the multiple Laguerre polynomials Lq(ffl ,,,,,,,, 2orif) (2)

studied recently by Lee ([32], p. 856, Equation 2). Making use of the generating
function (5.29), it is not difficult to deduce the following interesting application of

Theorem 5.3.1:

o 3] [3]
238 a+2m—2pl, B+ Nk+pl
> L#P) () gloctim=2rb ke (o )

Q|3
=3

0

l
a)2m72pl 5knl t2m—2pl 9t n—aqk
(v + %)m_pl EN (m —pl)! \ «

AN 5 o 0 el
x (1+ 2ytz—1) (1+2ytat)

5 . + y — . L z
(1+2ytz—1)> (1+2ytz=1)” (1+2ytz—1)> (1+2ytz—1)7

_ L _ . n
(1 (1+2ytz—1)k) (1 (1+2ytw‘1)p>

2F (o, v; 2v; —4t) (5.30)

m,n=0 k=0

. exXp

(

For each suitable choice of the following coefficients:

0
(14 2ytz—1)"

n
(14 2yta—1)”

Y

Akl and ka (k,l € N)

occuring in Theorems 5.3.1 and 5.3.2, the multivariable functions ®;; and <I>,(€11) can be

expressed as a product of several simpler functions. In this way, each of Theorem 5.3.1

and 5.3.2 would yield various classes of bilinear, bilateral or mixed multilateral gen-
(a,8)

erating functions for the Lagrange polynomials g, "’ (x, y) and the Lagrange-Hermite

polynomials i) (x,y), respectively.
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