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ABSTRACT

Sign language is a manual language which uses hand gestures instead of sounds.
These gestures are produced by combining hand-shapes, orientation and movement
of hands. Sign language is not international and it has been defined with the intension
of communicating with deaf people. In sign language, two major types of
communication are considered. The first one is based on word sign vocabulary,
where common words are defined by body language. The second, which is also
known as fingerspelling is a letter based vocabulary which uses the letters in a
particular alphabet and involves the use of hands only. The manual alphabets created
for fingerspelling are called finger alphabets. There are two main families of manual
alphabets. The one-hand and the two-hand families.

American Sign Language (ASL) is used for deaf people in America and south of
Canada and it belongs to the one-hand family. The work carried out in this thesis
includes the analysis of recognition performance of ASL fingerspelling under four
main methods. Mainly the prominent feature extraction, Principal Component
Analysis (PCA), Discrete Cosine Transform (DCT) based code assignment and
Singular Value Decomposition (SVD) are coupled with circularity.

In this work while developing the ASL fingerspelling recognition for the 26 letters
of the English alphabet a custom database has been used. This database was
generated by using four different signers and each person has signed a total of six
times for each letter. Hence 156 images for each signer and a total of 624 images for
the entire alphabet were acquired. Each image had 640 x 480 pixel resolution.
Throughout the simulations the custom hand dataset and three randomly shuffled

versions of this original set were obtained. Each one of the four methods mentioned



above had been applied to the individual sets and the results were compared referring
to accuracy in determining the signed characters. The simulation results show that
when DCT and SVD are applied locally (to sub-blocks instead of the global image)
they both give very good performances. In the case of 4:2 training vs. testing the
overall recognition rate for the SVD applied locally is 100% and for the DCT applied
locally this value was 97.11%. When the SVD is applied globally under the same
conditions the overall recognition rate was 92.3%. In fact, SVD using all the
singular values has a better performance than the DCT using only the most important
coefficients. If we are not concerned about complexity SVD would give the highest
overall recognition rate whereas if reduction in complexity is a must DCT is the best
contender. The third best result was obtained using the prominent features based
method. In contrast, the poorest recognition rate was related to the PCA. The
performance of PCA is degraded since hand patterns are not correlated and the mean
hand image is quite dispersed. As the training to testing ratio is decreased the overall

performance for all methods would gradually also go down.

Keywords: American Sign Language, fingerspelling, principal component analysis,

discrete cosine transform and singular value decomposition.



0z

Isaret dili, ses yerine el hareketlerini kullanan manuel bir dil olarak
tanimlanmaktadir. Bu figiirler, degisik el-sekilleri, oryantasyonu ve hareketlerinden
olusmaktadir. Isaret dili uluslararas1 bir dil olmayip duyma yetenegi bulunmayan
insanlar ile iletisimin giiclendirilmesi amaciyla tamimlanmistir. isaret dilinde iki ana
iletisim sekli tanimlanmaktadir. Bunlarin birincisi, ortak kelimeler i¢in viicut dilinin
kullanildig1 kelime isaretlerine dayanmaktadir. Ayn1 zamanda Parmak Yazimi olarak
da adlandirilan ikinci iletisim yontemi ise karakterleri 6zel bir alfabede kullanan ve
yalnizca ellerin kullanildig1r yazima dayali bir anlatim yontemidir. Parmak yazimi
icin olusturulan manuel alfabe, parmak alfabesi olarak adlandirilmaktadir.

Amerikan Isaret Dili (AID) [ASL] duyma yetenegi bulunmayan insanlar igin
Amerika ve Giiney Kanada’da kullanilmakta olup bir-el ailesine aittir. Bu tez
caligmasinda AID Parmak Yazimi tanima performansi 4 ana ydntem altinda analiz
edilmistir. Bu ydntemler esas olarak Onemli Ozellik Cikarma, Ana Bilesen Analizi
(ABA) [PCA], Ayrik Kosiniis Doniistimiine (AKD) [DCT] dayali kod atamas1 ve
dairesellikle bir araya getirilen Tekil Deger Ayrismasi (TDA) [SVD] olarak
sayilabilmektedir.

Bu tez calismasinda 26 statik Ingiliz alfabesi karakteri i¢in AID tanima sisteminin
gelistirilmesi sirasinda 6zel bir veritabanmi kullanilmigtir. Bu veritabam1 4 degisik
denek kullanilarak hazirlanmis olup her denek her bir karakter i¢in toplam 6 kez
isaret kullanmistir. Dolaysiyla her bir denek igin toplam 156 goriintu ve tim alfabe
icin toplam 624 goriintii elde edilmistir. Her goriintiiniin ¢oziinilirliigli 640x480
pikseldir. Simiilasyonlar boyunca 6zel el veritabanlar1 ve bu orijinal setlerin

gelisigiizel bir sekilde karistirilan 3 versiyonu elde edilmistir. Yukarida agiklanan 4



yontemin her biri bir kez olmak iizere her bir sete uygulanmis olup ¢ikan sonuglar
hassasiyet faktorii goéz Oniinde bulundurularak karsilastirilmistir. Cikan sonuglar
AKD ve TDA’nin yerel olarak kullanildiginda (global goriintii yerine alt-bloklara) bu
yontemlerin her ikisinin de ¢ok iyi performans sergiledigini gostermektedir. 4:2°lik
O0grenme — test durumunda genel tanima orani, yerel olarak uygulanan TDA igin
100% olup bu oran yerel olarak uygulanan AKD i¢in 97.11%’dir. TDA ayni kosullar
altinda global olarak uygulandiginda genel tanima oranit 92.3% olmustur. Gergek
anlamda tiim tekil degerleri kullanan TDA yalnizca en 6nemli katsayilar1 kullanan
AKD’den daha iyi bir performansa sahiptir. Karmasiklik oraninin azaltilmasinin bir
zorunluluk oldugu durumlarda AKD’nin en iyi performansi sundugu gergeginin
yanisira, karmasikilik oraninin bizim agimizdan endise yaratmadigi durumlarda TDA
en yiiksek genel tanima oranin1 sunacaktir. En iyi tigtincli sonu¢ Onemli Ozellik bazli
yontem kullanildiginda elde edilmistir. Buna karsin en zayif tanima oran1 ABA’ya ait
olmustur. ABA’ nin performansi el hareketleri arasinda bir iliski bulunmadigindan ve
ortalama el goriintiisiiniin oldukca daginik oldugundan dolay: diigmiistiir. Ogrenme —
test oraninin diismesi ile birlikte tiim yontemler i¢in genel performans degerleri de

giderek azalacaktir.

Anahtar Kelimeler: Amerikan Isaret Dili, Parmak Yazimi, Ana Bilesen Analizi,

Ayrik Kosiniis Doniistiirme ve Tekil Deger Ayrigsmast
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Chapter 1

INTRODUCTION

1.1 Overview

The most structured sets of gestures belong to the sign languages. Sign language is
a manual language which uses hand gestures instead of sound. These gestures are
produced by combining hand-shapes, orientation and movement of hands. Sign
language is not international. As spoken languages vary, sign languages also differ
from region to region. Sign language is defined as a language for deaf people. It
shortens the time for communication and also allows the possibility of sharing
feelings much faster.

American Sign Language (ASL) is the language that is used for deaf people in
America and south of Canada. ASL includes approximately 6000 gestures for
common words and finger spelling for communicating unclear words or specific
nouns that there is no gesture defined for. Developing sign language applications are
extremely beneficial, since some people in the society are not able to speak, read,
heard or writes. In sign language, two major types of communication are considered.
The first one is based on word sign vocabulary, where the common words are
defined by body language. The second one is a letter based vocabulary which is the
representation of letters and numbers in an alphabet and a number system using only
hands that is called fingerspelling. The manual alphabets created for fingerspelling
are called finger alphabets. There are two families of manual alphabets which are the

one-hand and the two-hand versions. The one-hand alphabet is more common and



dates back to 15™ century. The two-hand manual alphabets have been developed by
England, Scotland, Wales and Turkey. The early work on gesture analysis and
fingerspelling started with the use of gloves equipped with sensors and trackers.
Hollar used a sensing glove with six embedded accelerometers. This scheme would
recognize 1 character/second out of 28 static hand gestures [1]. Lamar and Bhuiyant
[2] have developed another method by using color gloves and neural networks. The
success rate of their new method was stoked to be 23% better than the rate of what is
reported in [1]. These methods are not convenient for daily applications because
they require users to wear cumbersome devices on their hand to take accurate data
for recognizing the hand position and finger configuration. Rebollar et al used more
complicated gloves to classify 21 out of 26 letters with a remarkably high success
rate [3]. In [4] Isaaca and Foo developed a two layer feed-forward neural network
that could recognize 24 static letters in ASL alphabet.

The more autonomous methods based on prominent feature extraction, principal
component analysis, codeword assignment, single value decomposition, support
vector machine (SVM), discrete cosine transform, wavelet, etc. They had too many
advantages to compare with other methods that four of them will be mentioned in

this work.

1.2 Outline
The work presented herein covers concepts like prominent feature extraction,
principal component analysis (PCA), discrete cosine transform (DCT) based code
assignment and singular value decomposition (SVD) coupled with circularity.
Prominent Features based Recognition: in image processing and pattern
recognition one of the forms that can reduce dimensionality is feature extraction.

When the input data is too large for processing in real-time, the dimensionality



reduction is applied to extract some features related to the global image and then
these features instead of the global image are used for recognition of the letters.

PCA: the basis of PCA method is minimizing the dimension of the classification
problem by reducing the variable number of datasets. In the case of hand recognition,
there is a fact that is not necessary to analyze the whole hand image, but it is enough
to store and analyze only difference between individual hand and it is used for hand
recognition in this chapter. Each hand is uniquely described by a one-dimensional
vector.

DCT Coefficients based Code Assignment: as DCT is a linear transform it can
represent a finite sequence of data points in terms of a sum of cosine functions which
are oscillating at different frequency [5]. The direct DCT transform apply to the
original signal for converting it to the frequency domain. After transforming, the
importance of the frequencies that are present in it will be reflected by DCT
coefficients. The signal’s lowest frequency is related to the very first coefficient and
it carries the most meaningful and essential information from the original signal. The
signal’s higher frequencies are related to the last coefficient and they represent more
detailed of signal [6]. The coefficients which are between the first and the last
coefficients carry various information of the original signal. After extracting DCT
coefficients for the train and test sets, by using Euclidean distance, minimum
distance will be found. In image recognition and processing for reducing image
information redundancy DCT is one of the best methods, since it just keeps
transform coefficients which are essential to conserve the most important features
[7].

SVD coupled with Circularity: SVD method can transform matrix of an image

into product USV', which is refactoring a digital image in three matrices. This



refactoring can conserve useful features of the original image and represents the
image with a smaller set of values instead of using less storage space in the memory.
The singular values o1, 62, 63... 65 are unique; however the matrices U and V are not
unique, so each image has its own singular values [8]. After extracting SVD for the

train and test sets, by using Euclidean distance, minimum distance will be found.

1.3 Organization

Chapter 2 provides details about prominent feature extraction and explains how
features are extracted and used for recognition. This is followed by an explanation of
PCA in Chapter 3. Next in Chapter 4, the DCT coefficient based code assignment
method is discussed. In Chapter 5 information about SVD and its applications for
hand gesture recognition is represented. Discussion of custom database used is
provided in Chapter 6. The results that obtained via Monte Carlo simulation are
presented in Chapter 7. Finally, Chapter 8 makes some conclusion and provides

directions for future work.



Chapter 2

PROMINENT FEATURES BASED RECOGNITION

2.1 Introduction

For the fields of pattern recognition and image processing feature extraction is a
dimensionality reduction technique. Through the application of feature extraction the
amount of resources that are required to describe a large set of data accurately will be
reduced. When the input data is large and perhaps also redundant, the requirement
for memory and computation power will increase and the need for a classification
algorithm that transforms the input data into a feature vector (reduced representation
of the global data) becomes clear. This generally relaxes the time considerations
related to the training data. The transformation technique should be chosen such that
extraction of the feature sets from the large collection of data should be as quick and
as easy as possible and yet the feature sets should contain all the relevant information

required for either identifying or differentiating.

2.2 Feature extraction process

Feature extraction identifies characteristic features by forming a good
representation of an object; in this work, the objects are the skin regions which
correspond to the hands of people who are using sign language to communicate.
After the segmentation of skin regions a binary mask corresponding to each hand
sign is obtained and features related to geometry etc. are then extracted from these

masks and stored for each sign.


http://en.wikipedia.org/wiki/Statistical_classification

The skin region in an image is detected by color segmentation in YC,C, Space.
The angle of orientation between the axis of least second moment and y axis applies
to hand regions. This angle is used in a fast alignment method which helps to return
all the images in a same condition. As all the images are in the same condition, the
signs which are similar in shape but different in orientation can be easily
differentiated. There is a bounding which is called a minimum bounding square that
is used for resizing without breaking the alignment. As the image pixels are not
enough for recognition, additional object features of this bounding are extracted and
used as feature values, which are allowed to the algorithm. These features could be,
an area of the object, center of the area, perimeter of the object, angle of orientation,
mean radial distance, standard deviation of radial distance and circularity [9]. The
extraction of these entire features is going to be represented by the following part.
2.2.1 Detection of Skin Regions using Y€, C,. Color Space

YC,C, in color space is not an absolute color space; it is a way of encoding RGB
information so it is superior to RGB color space for skin detection. The difference
between Y C,C, and RGB is that Y C,C, represents the color as brightness and two
color difference signals, Y is lumilus which represents the brightness, Cj is blue
minus Y and C, is red minus Y, while RGB represents the color as red, green and
blue. Hence the pixel values of images are converted from RGB color space to
YC, C, as follow:

Y = 0.299R + 0.587G + 0.114B

C,=B-Y (2.1)



D. Chai and K. N. Ngan [10] reported that C;,, and C,. have the close values for the
pixels that belong to skin region. Consequently, Y,C, and C, values of range

Y > 115,135 < C, < 180, 85 < (€, < 135 belong to the skin region (Fig. 2.1).

Figure 2.1: RGB image and skin regions

2.2.2 Maximum correlation based template matching by using fast alignment
Size and orientation have too much effect on template matching. As all the images
have not taken in the same condition (all of them not straight or do not have a same
size), it will be generated an orientation problem which needs to be solved by finding
an angle of orientation. First of all the center of the mass is going to be found (Eqn.
2.2) then the orientation method will be applied to the center [11]. Angle of
orientation is the angle between the axis of least second moment and y axis (shown in

Fig. 2.2) which can be found by equation 2.3:

1 N-1N-1
X = 12 . xI(i, )
i=0 j=0
(2.2)
N-1N-1
_ 1 ooy
y=4 .. yI(i,j)
=0 j=0
20 t ( M ) (2.3)
= arctan .
M20 - MOZ



center

- Axis of least second
-/ moment

A\

Figure 2.2: Angle of orientation [9]

Where (I(x,y) =1  for pixels on the object, otherwise 0), A is the area of
mass, My; = X, Xy xyI(x, ), Myg = Xy Xy x*1(x,y) and Mo, = X, 3y y*1(x, y)
[9].

All the pixels of the object can be completely surrounded by the smallest square;
this square is defined as a bounding square which is used for resizing an image
without breaking the alignment. Fast alignment process is going to be completed by

finding the center of bounding square and then put the image in that center (Fig. 2.3).

(a) (b) (©) (d) € ®

Figure 2.3: Phases of sign segmentation. (a) RGB frame. (b) Skin regions. (c)
Interested region. (d) Rotated of interested region. (e) Wrist hand cut (f) Resized a
frame with an object in the center of bounding square.



2.2.3 Additional object features

As pixel values of the bounding square are not enough for a decision processes,
additional features are needed to improve the decision process.
These features are the area, center of the area, circularity and perimeter. In addition,
mean radial distance uy and standard deviation of radial distance oy are extracted.

e Area: whose value corresponds to the total number of on pixels in the image,
because of different patterns of pixels are weighted differently it may not be
exactly the same as a real amount.

e Center of area (centroid): defined as the center of mass of the region. The first
element of the centroid is x-coordinate, and the second element is y-
coordinate of the center of mass.

e Perimeter: The distance around the boundary of the region which is computed
by calculating the distance between each adjoining pair of pixels around the
border of the region.

e Circularity: It is defined by (perimeter?/area) but practically it is

calculated by (M#/g.).

1
e =7 ), G 3m) = G @4)
1 1/2
o = (57 . G 30) = G = el 25)

N is the number of pixels, n iterates over all pixels, (x,¥) is the center of area,
(x,,, V) is the nt" pixel coordinate, and ||. || denotes the Euclidean distance [9].
At the end circularity is computed by
¢ ="/ (26)
At the end, these 6 additional features are added to the boundary square size of

40 x 40.



After extracting features, the algorithm will be applied to the features extracted.

The scenarios of training/testing ratios and simulation will be discussed in Chapter 7.
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Chapter 3

PRINCIPAL COMPONENT ANALYSIS

3.1 Introduction

PCA was introduced in 1901 by Karl Pearson [12]. PCA is a statistical technique
which is a useful technique to classify and identify patterns in high dimensional data.
The advantage of finding these patterns is that PCA reduces the number of
dimensions by compressing the data without losing too much information [13]. This
reduction of data is called principal component (PC) that will account for most of the
variance in the high dimensional data [14]. In other word, PCA is a mathematical
procedure which is in the definition; an orthogonal transformation is going to be used
to convert a set of high dimension data of possible correlated variables into a set of
values of reduced data. They are linearly uncorrelated variables which are called
PCs. The number of PCs is less than or equal to the number of original variables
which the largest possible variance is related to the first PC [15]. If the data set is

jointly normally distributed then, the PCs are guaranteed to be independent.

3.2 Procedure

Principle component analysis aims to catch the total variation in the set of the
training set, and to explain the variation by a few variables. Usually after normalizing
the data matrix for each attribute, eigenvalue decomposition of a data covariance (or
correlation) matrix or SVD of a data matrix can calculate PCA [15]. The PCA results
are usually discussed in terms of component scores and loadings which is the weight,

and each standardized original variable should be multiplied to get the component
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score, sometimes defined as a transformed variable value that correspond to a
particular data point which is called factor scores [16]. The most famous method
based on PCA is definitely an Eigenface method [17], and it is going to explain in
this work just by changing eigenface to eigenhand.

In the case of hand recognition, there is a fact that is not necessary to analyze the
whole hand image, but it is enough to store and analyze only difference between
individual hand and it is used for hand recognition in this chapter. Each hand is
uniquely described by a one-dimensional vector.

The PCA steps to approach eigenhands are going to be presented by the following
sections.

3.2.1 Finding the basis

A basis is a set of linearly independent vectors that represents every vector in a
given vector space which are located in a coordinate system (Figure 3.1 & Figure
3.2). The goal of PCA is to identify the most meaningful basis to re-express a data
set [18]. To find a new basis there are some steps which are going to be explained by

the following sections.

Hand Space

Figure 3.1: A collection of hand vectors in the image space [18]
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Figure 3.2: Basis of the Image Space [18]

3.2.1.1 Subtracting the mean

The aim of this part is to produce a data set whose mean is zero [13]. Hence the
mean (egn. 3.1) (summation of all images divided by the number of images) is
subtracted from each of the image's dimensions, which are the average across each

dimension (egn. 3.2).

M
1
b= M; I, (3.1)
O, =T, — ¢ (3.2)

Where the selected training set of hand images are I}, T, ... [,, ¥ is a mean and
d,, O, ... d; are each hand differs from the average hand by the vector. Figure 3.3

shows the average hand.

Figure 3.3: The average hand
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Figure 3.4: The difference of some selected hands and the average hand

3.2.1.2 Calculating the covariance matrix

Covariance matrix in a probability is a matrix whose elements in i, j position is the
covariance between i" and j* elements of a random vector, which generalizes the
concept of variance to multiple dimensions. The aim of the statistical analysis of
covariance is to see, if there is any relationship between dimensions. Hence it helps
to find out how much the dimensions vary from the mean with respect to each other.

The exact value of the covariance is not as important as its sign. If the value is
positive then it indicates that both dimensions increase together. If the value is
negative, then as one dimension increases, the other decreases. If the covariance is
zero, it indicates that the two dimensions are independent of each other [13].

After calculating all the possible covariance values between all the different
dimensions they are placed in a matrix which is in general presented by equation

(3.3) [13]. In this case, it is better defined it as an equation (3.4).

C™" = (cyj, €15 = cov(Dimy, Dimy)) 43
1 M
i=
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Where in equation (3.3), C™*™ is a covariance matrix with n rows and n columns,
Dim; is the i*" dimension and Dim; is the j** dimension. So if there is an n-
dimensional data set then the matrix has n rows and columns which means it is
square and each element of the matrix is the result of calculating the covariance
between two separate dimensions [13] and in equation (3.4), A = [®{, D, ... y].

Each image is a matrix and its dimension is very large so calculating the
covariance of the matrix is not possible. Hence it needs a new method to find
covariance matrix which is:

C=AAT (3.5)

Where A is the difference between each hand and the average hand by the vector
and C is a new covariance matrix.
3.2.1.3 Calculating the eigenvectors and eigenvalues of the covariance matrix

Since the covariance matrix is square, the eigenvectors and eigenvalues
calculation are possible. In linear algebra finding the principal components of the
distribution of images are equivalent to finding the eigenvectors of the covariance
matrix of the hand images (data set). In this case, the eigenvectors is defined as a set
of features, which they can differentiate the hand images. So the eigenvectors and
eigenvalues of the covariance matrix are the principal component of the data set. In
general the number of eigenhands would be equal to the number of hand images in
the training set. So for large databases this could mean a lot of processing.
Fortunately it is possible to represent hand images by using only the “best” (the ones
with the largest eigenvalue) eigenhands. Using a finite number of best eigenhands
will account for most of the variance in the set of hand images. In [19], Kirby and
Sirovich showed that for a database of 115 images around 40 eigenfaces would be

sufficient for a good description of the set of face images. In this work just it is
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changed from eigenfaces to eigenhands. The process of generating the eigenhands

and some selected eigenhands of 26 letter of ASL are illustrated in Figure 3.5 & 3.6.

Number of hands in the Number of eigenhands
Training Set (e.g. 300) chosen (e.g. 30)
e - E Ty < TR
4096 4096
elements - | - PCA — — | | clements

Figure 3.5: Eigenhands generation process [19]
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S AMEE M) T

Figure 3.6: Visualization of eigenhands

By storing a small collection of weights in each hand and a small set of standard
pictures (the eigenpictures), any collection of hand images can be reconstructed. It is
possible to get the weights for each individual hand image by projecting it onto each
eigenpicture. Hand images can then be reconstructed by a linear combination of the
characteristic features for each hand (Figure 3.7).

As mentioned before in this method just the highest eigenvalue is going to be used
and respective eigenvector has the best description of the data distribution. Hence the

k" vector uy, is chosen such that A, is a maximum:
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M =2; ) (k@) (36)

Figure 3.7: Reconstruction of hand in the hand space

The covariance matrix C has dimensions N2 x N?2and determining
N? eigenvectors and eigenvalues. In [17] has showed that if the dimension of space
is greater than the number of data points M « N2, instead of N? significant
eigenvectors there will be only M —1 meaningful eigenvectors. The remaining
eigenvectors have eigenvalues close or equal to zero. Therefore it is an appropriate
way to find a linear combination of the hand images ¢; and reducing analysis
calculations. By this analysis the (M x M) matrix L =ATA is constructed
where L,,, = @I @, and finds the M eigenvectors, V, of L. The M training set of
hand images in the form of eigenhands is determined by these vectors linear

combinations [19]:

M
U = z Vlk(pk = 1, v, M (37)
k=1

3.3 Eigenhand classification of hand images

In [19], Kirby showed that about 40 eigenhands would be sufficient for a good
description of the set of hand images. A new hand image (I') is transformed into its
eigenhands components (projected into hand space) by the following operation:

wy = ul(T' =) k=12,..,M (3.8)
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Figure 3.8 shows some sample hand images and their projections onto the hand
space where only the most significant M’ eigenvectors are used.
Ry |

Vi
m £,

£
o - )
¥ é :
e i
(a) (b)
Figure 3.8: Three hand images and their projections onto the hand space

(a)Sample images (b) projections to hand space.

The input image is represented by the contribution of each eigenhand which treats
as a basis by the weights form of a vector Q" = (wy, w,, ... w,,) for hand image. The
vector will be used in recognition to find which predefined hand classes are the best
matches of the hand. The simplest method for determining which hand class provides
the best description of an input class Q is through the use of Euclidean distance and
trying to find which hand class minimizes it.

e = 10— Q|| (3.9)
Here Q is the vector describing the k" hand class.

A hand is belonged to class k when the minimum g is less than some predefined
threshold 65, which defines the maximum allowable distance from hand space.
Otherwise a new class will be created to classify the unknown hand.

Projecting the images onto a low dimensional space is useful specially for the
images are not similar to hand shape since the projection acts as the vector of weights

which all images will project onto the pattern vector. The image and the hand space
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distance can be computed by the squared distance between hand differ ¢ =T — ¢
and its projection ¢y = Zﬁ‘i’l w;u;, onto the hand space:

&% = |lo — ol (3.10)

Hands in the training set, should has a small distance with the hand space, which

shows that images are hand. For an input hand image and its projection there are four

possibilities as shown in Figure 3.9.

Image Space

(3) / Hand Space ( /
4

Figure 3.9: Possible projection into hand space [17].

The four possible scenarios are:
1) Belongs to a hand space and a predefined hand class.
2) Belongs to a hand space but not belongs to a predefined hand class.
3) Out of hand space but has a short distance to a predefined hand class.
4) Out of hand space but neither does not belong to a predefined hand class

nor has a short distance to it.
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Chapter 4

DCT COEFFICIENTS BASED CODE ASSIGNMENT

4.1 Introduction

DCT has been introduced first time by Ahmed, Natarajan and Rao [20]. Later
Wang in [21] categorized the DCT into eight different transformation where each
transform is identified as even or odd type, which the evens are DCT-I, DCT-II,
DCT-IIl and DCT-IV that are used in image processing and signal. Out of four
different even DCT that Wang defined, DCT-II was the one suggested by Ahmet

(Eq. 4.1).

2 n(2n+ 1k
1 — ’_ _ = -
[Cy] = N[ekcos N ] nk=01,..,N—-1
(4.1)
1

—, P=0orP=N
€p={\/§

1, otherwise

DCT is one of the best methods in image processing and recognition for reducing
image information redundancy. Since it just keeps transform coefficients which are
essential to conserve the most important features which are particularly transform
coding systems for data compression/decompression. In cosine transform, sinusoidal
basis function is used. The only difference is that the functions use only cosine
functions without sine functions hence, it is not complex. As this type of frequency
transform is real, orthogonal, and separable, the algorithms for its computation are

computationally efficient.
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4.2 The DCT Process

As DCT is a linear transform it can represent a finite sequence of data points in
terms of a sum of cosine functions which are oscillating at different frequency [5].
The direct DCT transform apply to the original signal for converting it to the
frequency domain. After transforming, the importance of the frequencies that are
present in it will be reflected by DCT coefficients. The signal’s lowest frequency is
related to the very first coefficient and it carries the most representative information
from the original signal. The signal’s higher frequencies are related to the last
coefficient and they represent more detailed of signal which probably have been
caused by noise [6]. The coefficients which are between the first and the last
coefficients carry various information of the original signal. After extracting DCT
coefficients for the training and testing sets, minimum distance will be found by
using minimum Euclidean norm.

In image recognition and processing, DCT is used to reduce image information
redundancy, because only a few transform coefficients are necessary to preserve the
most important features [7].

In this method, to classify a hand, its DCT coefficients are extracted. Next, the
distances between the DCT coefficients of test image and the DCT coefficients of all
hand images are computed. The minimum distance is probably related to the same
sign.

4.2.1 One-dimensional DCT

One dimensional transforms (1-D) can disintegrate every multidimensional
transform in the proper directions. A spatial domain waveform will be transformed
into its basic frequency components by the one-dimensional DCT-1I (1-D DCT)

which a set of coefficients will correspond to representing the transformation. The
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two-dimensional DCT (2-D DCT) is computed by using 1-D DCT. Figure 4.1

illustrate the 1-D process.

f(i.j)

F(u,v)
/

DCT

Figure 4.1: 1-D DCT process [7].

1-D DCT is calculated by:

= T(2x + Du
F(u) = a(u) f(x).cos [—]

2N

1 2
a(0)=\/; and a(m)=\/:

The function for the IDCT is given by:

=

N-1

flw) = Z a(u)F(x).cos

X=0

1 2
a(0)=\g and a(m)=\/;

4.2.2 Two-dimensional DCT

m(2x + Du
2N ]

(4.2)

(4.3)

In the literature various transformation exist that take an input image and

transform it into a linear combination of weighted basis functions just like does.

A 2-D DCT can be computed by applying a 1-D DCT to rows and columns of an

input image in an iterative manner. The DCT is of an (N x M) image f(x,y) is

defined by:
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N-1M-1
2 2x + Dur Ry + 1Dvr
F(u,v) = NOTi a(w)a(v) xz;) yz:;) f(x,y) cos [ N ] cos [ oM ]
(4.4)
1 _
a(n) = {\/5’ n=
1, n>0

Where n denotes u or v.

The 2-D IDCT is defined by:

N-1M-1
2 (2x + Dur Ry + 1Dvr
flx,y) = W; VZ; a(uw)a(v)C(u,v) cos [ N ] cos [ oM ] (4.5)

The two replaceable steps in computing the 2-D DCT are:
e Stepl: 1-D DCT is applied vertically.
e Step 2: 1-D DCT is applied horizontally to the result of Step 1.

Given in Figure 4.2 is an illustration of 2-D DCT process.

8x1D) 8x1D
DCTs DCTS
(vert) (horiz)

Figure 4.2: 2-D DCT process [7].

An 8 x 8 sub image or blocks has an optimal of trade-off between compression
efficiency and computational difficulty, hence it is applied to the 2-D DCT [22].

While using DCT the input image is transformed into the frequency components.
In most images, commonly the signal energy lies at low frequencies which are
represented by high amplitude of DCT coefficients and they are located in upper-left
corner of the DCT. On the other hand, higher frequencies are presented by the lower-

right corner of the DCT with smaller amplitude [23].
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4.2.3 Reorganization of DCT Coefficients

For DCT coding, an input image of size 64 x 64 is first divided into 8 x 8 blocks,
then each sub block is transformed into the DCT domain [24].The most DCT
coefficient magnitudes are very small. For some images, useful and necessary
information lay on in the coefficients which are placed in upper-left corner of DCT
with a large magnitude. A threshold has set to remove unnecessary and small
coefficients which are less than threshold amount [5] [7].
4.2.4 Recognition

After extracting all DCT coefficients of the training and the testing sets, the
distance between test image and all training dataset is measured by Euclidean

distance. The shortest distance will probably be the match for recognition.
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Chapter 5

SINGULAR VALUE DECOMPOSITION COUPLED

WITH CIRCULARITY MEASURE

5.1 Introduction
Singular Value Decomposition (SVD) is the factorization of a real or complex
matrix which has mxn size. SVD plays a key computational role throughout linear
algebra [25]. If a matrix A € RI™*™ | then there exist two orthogonal matrices which
are U € R™ ™ and V € R™" such that
.
A=UsyT = Z " (5.1)
i=1

where X = [g 8] S =diag(oy,....,0,) € R™*" and g, = -+ = g, > 0. The set of

{04, ..., 0.} is called the set of singular values (SVs) of matrix A which are unique.

5.2 Significance of SVD

One of the early works in the field of image recognition making use of singular
value decomposition was reported by Hong [26]. He conveyed that SVD had good
stability and invariance on algebra and geometry and was less sensitive to noise [27].
Also the fact the image matrix could be re-factored and that only the diagonal
elements of the S in the X matrix is used greatly reduces the set of features one needs

to store [28].
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5.3 Circularity measure

Circularity: It is defined by (perimeter?/area) but practically it is calculated
by (“F /).

tr = 3 Zall G 30) — G (5.2)

1/2

70 = (5 2. G 3) = G - g?) 53)

N is the number of pixels, n iterates over all pixels, (x,¥) is the center of area,
(x, y) is the nt" pixel coordinate, and ||. || denotes the Euclidean distance [13].
5.4 Euclidean distance for selecting the best match

Once the singular values are extracted and the circularity measure is computed for
images in the training and testing sets the best match for each one of the test samples
is found by computing the Euclidean distance between the acquired features of the
test sample and every other image in the entire set and taking the minimum distance

among all.
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Chapter 6

CUSTOM DATABASE

6.1 Custom Database
6.1.1 Camera and Programming Platform

In this work the experimental platform consist of a Cannon Power shot A1100 IS
12.1 Mega pixels camera, and a personal computer with an Intel(R) Pentium(R) Dual
CPU, operating frequency of 2.00 GHz and 1.00 GB of RAM. For the camera
orientation there are two options that are commonly considered: the top down view
[29] and a frontal view [30] [31].
6.1.2 Lighting
If lighting is carefully controlled, the differentiating skin pixels from background
pixels will be easier extracted. In the general case, it is not reasonable to apply the
requirement of special lighting equipment. Hence, the system would be tested under
normal room conditions with fluorescent lighting.
6.1.3 Background

In order to simplify the hand skin detection process it is required that the
background color differs as much as possible from the skin. For this work a
blackboard was found to be suitable.
6.1.4 Signers

In this work an ASL fingerspelling recognition system for the 26 letters of English
alphabet has been developed. The custom database used in the thesis work has been

created by using four different signers. Each person has been asked to sign a total of
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6 times for each letter in the alphabet. This will provide 156 images per person and
the total number of images for all people will be 624. The original RGB images
acquired are all of 640 x 480 pixels resolution.

To create the four data sets for simulations, the original custom hand dataset
containing 624 images has been shuffled and three new data sets with randomly
picked images have been generated. Figures 6.1 - 6.4 that follow depict the RGB

images for each letter and for each signer in the original data set.
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Figure 6.3: Alphabet for signer-3 with 6 copies of each letter.
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Figure 6.4: Alphabet for signer-4 with 6 copies of each letter.

Throughout the simulations the following steps were followed: first the RGB
images were processed by a YC,C, skin detector and some morphological operations
were applied to avoid small components or to fill holes that may have occurred due
to variations in illumination. Later the segmented hand images were oriented so that
the hands are upright and thirdly the images were cropped from the wrist area.
Afterwards feature extraction using one of the four methods described in the earlier
chapters was carried out. Finally the rate of recognition for a given set of test images

was computed under various training to testing ratios.
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Chapter 7

SIMULATION RESULTS

7.1 Simulation approach

In this work, the RGB images acquired each has 640 by 480 pixels resolution. The
original custom hand dataset containing 624 images is shuffled to create three new
copies of the original data so that the ordering of the images is different in each new
set. The four algorithms discussed in chapters 2-5 are applied to each one of these
four set of data and overall recognition performance under preselected
training/testing scenarios were obtained. The training/testing ratios used are 2:4, 3:3,
and 4:2. All simulations have been carried out using the MATLAB programming
platform. The following sections will present the simulation results corresponding to
each method.
7.1.1 Prominent Features based Recognition Results

To obtain the recognition rates for the signed characters under this method three
different training vs. testing scenarios are applied. The first scenario assumes 2:4
training/testing ratios. This implies that for training a total 104 (26 x 4) images and
for testing a total of 52 (26 x 2) images are used. In the second scenario which
adopts 3:3 ratio there are 78 (26 x 3) training images and 78 (26 x 3) test images
and similarly in the third scenario using 4:2 ratio there are 52 (26 x 2) training 104
(26 x 4) testing images. The prominent features based system performance for each

scenario has been summarized in Tables 1, 2 and 3.
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Table 7.1: Prominent features based recognition results using 4:2 training/testing

ratio.

Setl Set?2 Set3 Set4

Train Test | Train Test | Train Test | Train Test
Signerl 104 52 104 52 104 52 104 52
Signer2 104 52 104 52 104 52 104 52
Signer3 104 52 104 52 104 52 104 52
Signer4 104 52 104 52 104 52 104 52
Total 416 | 208 | 416 | 208 | 416 | 208 | 416 | 208
Recognition

80.77 84.61 80.76 69.23
Rate (%)
Overall

78.84

Rate (%)

Table 7.2: Prominent features based recognition results using 3:3 training/testing

ratio.
Setl Set?2 Set3 Set4
Train Test | Train Test | Train Test | Train Test
Signer1 78 78 78 78 78 78 78 78
Signer2 78 78 78 78 78 78 78 78
Signer3 78 78 78 78 78 78 78 78
Signer4 78 78 78 78 78 78 78 78
Total 312 | 312 | 312 | 312 | 312 | 312 | 312 | 312
Recognition
73.07 73.07 69.23 69.23
Rate (%)
Overall
71.15
Rate (%)
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Table 7.3: Prominent features based recognition results using 2:4 training/testing
ratio.

Setl Set?2 Set3 Set4

Train Test | Train Test | Train Test | Train Test

Signerl 52 104 | 52 104 | 52 104 | 52 104

Signer2 52 | 104 | 52 | 104 | 52 | 104 | 52 | 104

Signer3 52 | 104 | 52 | 104 | 52 | 104 | 52 | 104

Signer4 52 104 | 52 104 | 52 104 | 52 104

Total 208 | 416 | 208 | 416 | 208 | 416 | 208 | 416
Recognition
53.84 53.84 57.69 53.84
Rate (%)
Overall
54.80
Rate (%)

We note that when the system is trained well enough then the performance
attained would be better. However it is also clear from Tables 2 and 3 that the
performance is not merely based on the partitioning of the data but the segmentation
and orientation also play an important role.

7.1.2 PCA Results

Performance analysis in this section has been carried out using the three different
training vs. testing scenarios explained earlier in section 7. 2. 1. Our aim while using
PCA was to recognize any image in the test set by using as few eigenvectors as
possible. Hence, the simulations were repeated for 1, 5, 10, 15, 20, 25, 30, 40
eigenvectors. Tables 4, 5 and 6 provide recognition rates for images which are
resized to 128 x 128 and Tables 7, 8 and 9 for images which are resized to 256 x 256

resolution.
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Table 7.4: PCA performance using 4:2 training/testing ratios while using

128 x 128 resized images.

Recognition | Error Image Number of

Rate (%) I?;: ; Size Eigenvectors
16.34 83.65 | 128x128 1
55.76 4423 | 128x128 5
61.29 38.07 | 128x128 10
62.50 37.50 | 128x128 15
63.70 36.29 | 128x128 20
65.14 34.85 | 128x128 25
66.10 33.89 | 128x128 30
66.58 33.41 | 128x128 40

Table 7.5: PCA performance using 3:3 training/testing ratios while using

128 x 128 resized images.

Recognition | Error Image Number of

Rate (%) ?(;;[ )e Size Eigenvectors
14.42 85.57 128x128 1
54.80 45.19 128x128 5
62.98 37.01 128x128 10
65.38 34.61 128x128 15
64.42 35.57 128x128 20
64.90 35.09 128x128 25
65.38 34.61 128x128 30
64.90 35.09 | 128x128 40
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Table 7.6: PCA performance using 2:4 training/testing ratios while using

128 x 128 resized images.

Recognition | Error Image Number of

Rate (%) I?;: )e Size Eigenvectors
12.50 87.50 | 128x128 1
49.67 50.32 | 128x128 5
56.09 43.91 | 128x128 10
59.93 40.06 | 128x128 15
60.57 39.42 | 128x128 20
60.89 39.10 | 128x128 25
63.46 36.53 | 128x128 30
64.10 35.89 | 128x128 40

Table 7.7: PCA performance using 4:2 training/testing ratios while using

256 x 256 resized images.

Recognition | Error Image Number of
Rate (%) T(;;[ )e Size Eigenvectors
16.58 83.41 | 256x256 1
58.17 41.82 | 256x256 5
65.86 34.13 | 256x256 10
67.78 32.21 | 256x256 15
69.23 30.76 | 256x256 20
69.23 30.76 | 256x256 25
71.39 28.60 | 256x256 30
72.11 27.88 | 256x256 40
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Table 7.8: PCA performance using 3:3 training/testing ratios while using

256 x 256 resized images.

Recognition | Error Image Number of

Rate (%) I?;: )e Size Eigenvectors
15.38 84.61 | 256x256 1
54.8 45.19 | 256x256 5
62.98 37.01 | 256x256 10
64.9 35.09 | 256x256 15
64.42 35.57 | 256x256 20
65.38 34.61 | 256x256 25
64.9 35.09 | 256x256 30
65.86 34.13 | 256x256 40

Table 7.9: PCA performance using 2:4 training/testing ratios while using

256 x 256 resized images.

Recognition | Error Image Number of
Rate (%) F({;;[ )e Size Eigenvectors
12.17 87.82 | 256x256 1
49.67 50.32 | 256x256 5
56.73 43.26 | 256x256 10
59.93 40.06 | 256x256 15
60.57 39.42 | 256x256 20
60.89 39.10 | 256x256 25
63.46 36.53 | 256x256 30
64.10 35.89 | 256x256 40
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A quick look at the results obtained, points out that as the number of eigenvectors
used is increased the system performance also improves. However performance
would stable out after some time regardless of the number of eigenvectors. In
comparison to performance of other methods the PCA results are the poorest. The
highest overall recognition rate is 72.11% using 40 eigenvectors. We believe this
degradation in performance is due to the fuzzy mean image that results since by
nature of hand patterns there is not much correlation between the 26 signs for the
alphabet.

7.1.3 Performance Analysis for DCT Coefficients based Code Assignment

Performance analysis in this section has been carried out using the three different
training vs. testing scenarios explained earlier in section 7. 2. 1. Tables 10, 11 and 12
provided below summarize the results obtained under each scenario. After applying
the DCT to each 8 x 8 sub-block only the coefficients above a pre-selected threshold
has been taken since only a few transform coefficients are essential to conserve the

most important features. In this work the threshold value assumed was 0.5.
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Table 7.10: DCT coefficients based code assignment results using 4:2 training/testing

ratio.

Setl Set?2 Set3 Set4

Train Test | Train Test | Train Test | Train Test
Signer1 104 52 104 52 104 52 104 52
Signer2 104 52 104 52 104 52 104 52
Signer3 104 52 104 52 104 52 104 52
Signer4 104 52 104 52 104 52 104 52
Total 416 | 208 | 416 | 208 | 416 | 208 | 416 | 208
Recognition

100 96.15 96.15 96.15
Rate (%)
Overall

97.11

Rate (%)

Table 7.11: DCT coefficients based code assignment results using 3:3 training/testing

ratio.
Setl Set2 Set3 Set4
Train Test | Train Test | Train Test | Train Test
Signerl 78 78 78 78 78 78 78 78
Signer2 78 78 78 78 78 78 78 78
Signer3 78 78 78 78 78 78 78 78
Signer4 78 78 78 78 78 78 78 78
Total 312 | 312 | 312 | 312 | 312 | 312 | 312 | 312
Recognition
76.92 73.07 73.07 76.92
Rate (%)
Overall
75
Rate (%)
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Table 7.12: DCT coefficients based code assignment results using 2:4 training/testing
ratio.

Setl Set?2 Set3 Set4

Train Test | Train Test | Train Test | Train Test

Signerl 52 104 52 104 52 104 | 52 104

Signer2 52 104 | 52 104 | 52 104 | 52 104

Signer3 52 104 | 52 104 | 52 104 | 52 104

Signer4 52 104 | 52 104 | 52 104 | 52 104

Total 208 | 416 | 208 | 416 | 208 | 416 | 208 | 416
Recognition
65.38 53.84 53.84 26.92
Rate (%)
Overall
50
Rate (%)

Clearly the overall recognition rates for DCT based code assignment supersede
that of PCA and prominent feature based approaches. However it is clear that the
overall performance for DCT based code assignment method will get better as the
system is better trained.

7.1.4 Recognition rates for SVD Coupled with circularity

While performing the simulations with SVD + circularity based method, first we
have applied the SVD to the global images and in the second round the SVD was
applied to 8 x 8 sub-blocks of each image. For each sub-block the entire set of
singular values were obtained and they were concatenated to create a longer vector.
The performance of the SVD coupled with circularity method was obtained for each
training/testing scenario using either the entire image (global) or sub-blocks of each

image (local) and the performance of the SVD without circularity method was

47



obtained for 4:2 training/testing scenario and the results attained are summarized in
Tables 13, 14, 15, 16, 17, 18, 19 and 20.

Table 7.13: Recognition rates for SVD Coupled with Circularity method applied to
global images under 4:2 training/testing ratio.

Setl Set? Set3 Set4

Train Test | Train Test | Train Test | Train Test

Signer1l 104 | 52 | 104 | 52 | 104 | 52 | 104 | 52

Signer2 104 | 52 | 104 | 52 | 104 | 52 | 104 | 52

Signer3 104 | 52 | 104 | 52 | 104 | 52 | 104 | 52

Signer4 104 | 52 104 | 52 104 | 52 104 | 52

Total 416 | 208 | 416 | 208 | 416 | 208 | 416 | 208
Recognition
92.3 96.15 88.46 92.3
Rate (%)
Overall
92.3
Rate (%)

Table 7.14: Recognition rates for SVD method applied to global images under 4:2
training/testing ratio.

Setl Set?2 Set3 Set4

Train Test | Train Test | Train Test | Train Test

Signerl 104 | 52 104 | 52 104 | 52 104 | 52

Signer2 104 | 52 104 | 52 104 | 52 104 | 52

Signer3 104 | 52 | 104 | 52 | 104 | 52 | 104 | 52

Signer4 104 | 52 | 104 | 52 | 104 | 52 | 104 | 52

Total 416 | 208 | 416 | 208 | 416 | 208 | 416 | 208
Recognition
89.6 92.3 88.46 92.3
Rate (%)
Overall
90.49
Rate (%)
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Table 7.15: Recognition rates for SVD Coupled with Circularity method applied to
global images under 3:3 training/testing ratio.

Setl Set?2 Set3 Set4
Train  Test | Train Test | Train Test | Train Test
Signerl 78 78 78 78 78 78 78 78
Signer2 78 78 78 78 78 78 78 78
Signer3 78 78 78 78 78 78 78 78
Signer4 78 78 78 78 78 78 78 78
Total 312 | 312 | 312 | 312 | 312 | 312 | 312 | 312
Recognition
61.56 69.23 53.84 53.84
Rate (%)
Overall
59.61
Rate (%)

Table 7.16: Recognition rates for SVD Coupled with Circularity method applied to
global images under 2:4 training/testing ratio.

Setl Set? Set3 Set4

Train Test | Train Test | Train Test | Train Test
Signerl 52 104 52 104 52 104 52 104
Signer2 52 104 52 104 52 104 52 104
Signer3 52 104 52 104 52 104 52 104
Signer4 52 104 52 104 52 104 52 104
Total 208 | 416 | 208 | 416 | 208 | 416 | 208 | 416
Recognition

69.23 65.38 46.15 53.84
Rate (%)
Overall

52.84

Rate (%)
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Table 7.17: Recognition rates for SVD Coupled with Circularity method applied to
8 x 8 sub-blocks under 4:2 training/testing ratio.

Setl Set?2 Set3 Set4

Train Test | Train Test | Train Test | Train Test

Signer1l 104 | 52 | 104 | 52 | 104 | 52 | 104 | 52

Signer2 104 | 52 104 | 52 104 | 52 104 | 52

Signer3 104 | 52 104 | 52 104 | 52 104 | 52

Signer4 104 | 52 104 | 52 104 | 52 104 | 52

Total 416 | 208 | 416 | 208 | 416 | 208 | 416 | 208
Recognition
100 100 100 100
Rate (%)
Overall
100
Rate (%)

Table 7.18: Recognition rates for SVD method applied to 8 x 8 sub-blocks under 4:2
training/testing ratio.

Setl Set2 Set3 Set4

Train Test | Train Test | Train Test | Train Test

Signer1l 104 | 52 | 104 | 52 | 104 | 52 | 104 | 52

Signer2 104 | 52 | 104 | 52 | 104 | 52 | 104 | 52

Signer3 104 | 52 | 104 | 52 | 104 | 52 | 104 | 52

Signer4 104 | 52 | 104 | 52 | 104 | 52 | 104 | 52

Total 416 | 208 | 416 | 208 | 416 | 208 | 416 | 208
Recognition
100 100 100 100
Rate (%)
Overall
100
Rate (%)
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Table 7.19: Recognition rates for SVD Coupled with Circularity method applied to
8 x 8 sub-blocks under 3:3 training/testing ratio.

Setl Set?2 Set3 Set4
Train  Test | Train Test | Train Test | Train Test
Signerl 78 78 78 78 78 78 78 78
Signer2 78 78 78 78 78 78 78 78
Signer3 78 78 78 78 78 78 78 78
Signer4 78 78 78 78 78 78 78 78
Total 312 | 312 | 312 | 312 | 312 | 312 | 312 | 312
Recognition
69.23 76.92 73.07 69.23
Rate (%)
Overall
72.11
Rate (%)

Table 7.20: Recognition rates for SVD Coupled with Circularity method applied to

8 x 8 sub-blocks under 2:4 training/testing ratio.

Setl Set2 Set3 Set4

Train Test | Train Test | Train Test | Train Test
Signer1 52 104 52 104 52 104 52 104
Signer2 52 104 52 104 52 104 | 52 104
Signer3 52 104 52 104 52 104 52 104
Signer4 52 104 52 104 52 104 | 52 104
Total 208 | 416 | 208 | 416 | 208 | 416 | 208 | 416
Recognition

65.38 50 65.38 53.84
Rate (%)
Overall

58.65

Rate (%)
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As mentioned in the Chapter 5, in the SVD, ¢ is an (MxN) matrix which is zero
everywhere except in the main diagonal. This mainly results in enormous
dimensionality reduction of an input pattern from matrix (M x N) to a vector of N
components [25]. A quick look at the results indicate that the SVD coupled with
circularity and without circularity applied to sub-blocks give the best overall
recognition rate among all methods for 4:2 training/testing. In fact the recognition
rates for block based SVD (in both case) for each on the four sets of data is 100%.
For the case when SVD coupled with circularity and without circularity are applied
to full images the overall recognition rate was 92.3% and 90.04. The results in the
tables point out that when SVD is applied to 8 x 8 sub-blocks whatever the training
to testing ratio the overall recognition rates would be higher than that of SVD applied

globally.
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Chapter 8

CONCLUSION AND FUTURE WORK

The focus of this thesis was American Sign Language (ASL) based one-hand
fingerspelling recognition under four main methods: namely the prominent features
based recognition, principal component analysis (PCA), discrete cosine transform
(DCT) coefficients based code assignment and singular value decomposition (SVD)
coupled with circularity.

To carry out the simulations an ASL fingerspelling recognition system was
developed for the 26 letters of English alphabet. The custom database was generated
by using four signers where each person had been asked to sign a total of six times
for each letter. Hence 156 images were acquired for the twenty six letters of the
alphabet per person and the total number of images for all signers was 624. The
resolution for the individual images was 640 by 480. During simulations the custom
hand-dataset and three randomly shuffled versions of this original set were obtained
and simulations under various partitioning scenarios were carried out to obtain the
system’s overall recognition rates.

To each one of the four data sets, 416:208, 312:312, and 208:416 partitioning
(training vs. testing) was applied. After applying each method to all datasets the
overall recognition rates were as follows: the prominent features based recognition
had 78.84%, PCA had 72.11%, DCT coefficients based code assignment had
97.11%, SVD coupled with circularity and without circularity applied to the entire

image (globally) had 92.3% and 90.04% and SVD coupled with circularity and
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without circularity applied to (8%8) sub-blocks of the image (locally) had 100% and
100% correct detection rate. The results indicate that when DCT and/or SVD were
applied locally (to sub-blocks instead of the global image) the fingerspelling system
provides high recognition performances in both cases. In fact SVD using all the
singular values had a better performance than the DCT using only the most important
coefficients. In the condition that complexity was not concerned SVD would gave
the highest overall recognition rate whereas if reduction in complexity was a must
DCT was the best contender. The third best results were obtained while using the
prominent features based approach. In contrast, PCA had the poorest result which
was about 75.96%. Since hand images are not correlated the mean hand would be
quite dispersed and this fuzzy mean image would cause a drop in the PCA’s overall
recognition performance.

8.1 Future Work

Some of the ideas for future work include the following:

We would like to investigate how to split a sequence of characters into individual
words that can be pronounced by a text-to-speech processor. In this regard one can
employ the mutual information (MI) which majors the coherence of adjacent
characters and compares them to a previously selected threshold [32].

e Since the success rate for correct recognition is heavily based on segmenting
the skin parts belonging to signed characters and this is a hard task under
changing illumination conditions, it is worth trying to do the segmentation
using near infrared lighting instead of visible or fluorescent like illuminators.

This idea was suggested by A. Moralles in [33].
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