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ABSTRACT

In this thesis, multiple-input and multiple-output (MIMO) communication systems, in

code division multiple access (CDMA) settings, and vertical-bell layered space time

(VBLAST) algorithms are investigated. The performance of linear CDMA detectors,

operating in an environment with interference due to non-Gaussian noise and time

mismatch is considered. The robust successive interference cancellation (RSIC) and

robust space time decorrelating detectors (RSTDD) are employed to detect the signals

received by multi receiving antennas having time mismatches. The performance of the

detectors in practical situations such as incomplete channel state information, corre-

lated antennas, and impulsive noise is investigated. The results show that RSIC and

RDD have a good performance in adverse conditions.

The performance of the DD in MIMO CDMA system under two different impulsive

noise models is examined. A robust detection technique is proposed to overcome the

impulsive effect on the system. Maximal ratio combining (MRC) and post detection

combining (PDC) are used to achieve diversity reception. We show that the proposed

RDD outperforms the linear decorrelating detector (DD) consistently for the ideal and

power imbalanced cases.

Furthermore, we analyzed and derived the probability of bit error (Pb) expression

of a successive interference cancellation (SIC) system for MRC and PDC schemes.

The performance bounds were also derived and depicted for identically independent

distributed variances at the receiving ends. It is found that the MRCSIC has higher
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performance for equal variances at the receiving antennas. On the other hand, the

PDCSIC performs better when the variances are i.i.d.

Keywords: CDMA, MIMO CDMA, diversity, impulsive noise, robust detection, VBLAST,

SIC, channel estimation, time mismatch, multiuser detection.
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ÖZ

Bu tezde, çok-girişli-çok-çıkışlı (MIMO) iletişim sistemlerinin Kod Bölüşümlü Çoklu

Erişim (CDMA) ortamında başarımı incelenmiştir. Telsiz iletişim sistemlerinde Gauss

dağılımı ile modellenemeyen fiziksel etkenler dürtün gürültüye yol açmakta ve çoklu

iletişim sistemlerinin başarımını etkilemektedir.

Çoklu erişim ve VBLAST algoritmaları konularında özgün öneriler yapılmıştır. Gürbüz

ardışıl girişim azaltıcı (RSIC) ve gürbüz zaman-uzay özilinti gideren sezici (RSTDD)

kullanılarak çok verici ve alıcı anten sistemlerindeki başarım araştırılmış ve yeni sezi-

ciler önerilmiştir. Önerilen sezicilerin kestirim hatalarının bulunduğu durumlarda ve

diğer olumsuz koşullardaki başarımı incelenmiştir.

Kanal kestiriminin doğrusal çoklu ilintisizleştirici seziciye etkisi gösterilmiş ve

gürbüz alıcı önerisi yapılmıştır. Gürbüz alıcı kestirim hatalarını kanal matrisini değiştirerek

ve zamanlama hatalarını da yayma matrisini düzenleyerek azaltmaktadır. Dürtün gürültünün

etkileri ise bir doğrusalsızlık işlemcisi ile giderilmektedir. Gürbüz sezici, bit hata

oranını düşürmekte ve sistem sığasını artırmaktadır.

Dürtün gürültünün VBLAST algoritmasına etkisi, Middleton Class A gürültü mod-

eli altında benzetimler ile incelenmiş ve kanal kestirim hatalarının başarıma olumsuz

etki yaptığı gösterilmiştir. Farklı birleştirme tekniklerinin MIMO CDMA sistemlerine

etkisi incelenmiş ve analitik sonuçlar sunulmuştur. Alınan sinyalin güç dengesizliğinin

olduğu durumda gürbüz sezicinin hangi oranda etkilendiği de incelenmiştir. En büyük

oranı seçen birleştirme (MRCSIC) tekniği kullanıldığında eşit değişintili işaretler için
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yüksek başarım elde edilmektedir. İşaret değişintilerinin eşit dağılıma sahip olduğu

durumda ise sezim sonrası alıcının (PDCSIC) daha başarılı olduğu gözlemlenmiştir.

Anahtar Kelimeler: CDMA, VBLAST, ilintisizleştirici sezici, ardışıl girişim azaltma,

kanal kestirimi, dürtün gürültü.
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Chapter 1

INTRODUCTION

1.1. Introduction

In the past, network operators offered primarily telephony (voice) and occasionally

pager services based on 2G mobile networks. However, consumer demands for faster

communications downsized the second generation (2G), and replaced it with the third

generation (3G) communication system. Now it is the year 2012 and the mobile tele-

com sector has been introduced to the MIMO communication systems. The technical

recommendations by the 3GPP to ITU-T in the fall 2009, was to use long term evolu-

tion (LTE) state-of-the-art IMT-leading-edge standard.

Technology has also developed from making bulky and cumbersome products to

small and elegant products. Therefore, the future customers will ask for additional

services and hardware features, such as email, fax, local area network, internet access,

video services, and touch screen interface. A short list of probable features include:

1. Cost effective high speed hardware on hand.

2. Wide range of accessibility.

3. Applications-rich user devices.
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Therefore, it is expected to develop equipment and provide a network access for these

future demands. However, this is a high cost investment and network operators need

to be certain of some return on their investment.

The advance mobile phone system (AMPS) was the first mobile phone network

and was based on analog radio transmission systems. The 2G global system for mo-

bile (GSM) system was selected by the market to handle increased traffic inside the

network, and was initiated in the nineties. This traffic was the main reason for dropped

calls and was increasing with the number of subscribers in the network. As a result,

3G network was deployed. 3G first emerged in Japan in 2001, and the international

telecommunications union (ITU) dictated several requirements for the 3G mobile sys-

tem: CDMA 2000, wideband CDMA and time division synchronous code division

multiple access (TD-SCDMA).

From today’s commercial perspective, the CDMA 2000 1X system transports data

transfer rates of 2.4 Mbps for indoor setting, and a maximum data throughput speed

of 154 Kbps for outdoor and mobile environment. Systems including smart antennas,

receive diversity and selectable method vocoder are the essential techniques to offer

high throughput speed of 3G system. The cellular networks was expected to have a

good internet utilization just like wired systems. Business companies started to urge

the development of the 3G communities even before the primary industrial 3G network

was integrated. The 4G cellular sites are expected to deliver improved solutions with

a large throughput [1]. The innovative creation of mobile phone networks experienced

huge achievements and was speedily implemented around the world. In the1990s,
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CDMA air-interface system brcame an alternative to the 2G system. This was initi-

ated by Qualcomm Inc, and the CDMA claimed 18 times more capacity than 2G GSM

networks [2]. The mobile phone network model permits frequency reuse, so that each

surrounding cell is permitted to utilize the similar bandwidth. Hence, CDMA offers the

most effective use of the radio frequency resources. Frequency planning and design-

ing, consequently, became obsolete for the CDMA cellular systems. Voice services

received the most attention in the second-generation of wireless cellular systems, and

the propagation of the Internet in the middle of the 90’s caused the market to envision

a system which could provide high transmission of data packets.

Multiuser detection deals with the simultaneous detection of multiple information

streams, which are overlapping in both time and frequency. It uses all the active users’

information to detect a single user data. Multiuser detection is mainly used in CDMA

detection systems, which are widely in use nowadays in worldwide 3G cellular sys-

tems. It is similar to orthogonal multiple-access schemes such as the frequency divi-

sion multiple-access (FDMA) and time division multiple-access (TDMA) systems.

In a CDMA channel, the communication quality is adversely affected not only by

the additive thermal noise, but also by the multiple-access interference (MAI), which is

caused by the other users simultaneously accessing the channel. Until the early 1980s,

the straight approach to deal with multiple-access channels was to treat MAI as an

additional Gaussian noise source, so that the conventional matched filter would be the

optimal receiver. This approach, however, was shown to be wrong by Sergio Verdu,

one of the pioneers of multiuser detection. Verdu derived the optimum minimum error
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probability multiuser receiver in [3, 4], and showed that the near/far problem could be

solved by resorting to detection algorithms taking into account the composition of the

MAI. Multiuser detection has since generated a large volume of research from both

industry and academia.

1.2. Multiuser Detection

CDMA system are known to rely on the spread spectrum techniques. In such systems,

each data bit is multiplied by a wide band signal (code). This process is known as

spreading, and the reverse operation is referred to as despreading. Despreading is

the process that recovers the data bit by multiplying the received waveform by the

designated code sequence. These codes are referred to as pseudo noise (PN) sequences,

and usually designed to have certain features. The main property of these codes is the

autocorrelation property, it minimizes the interference. Interference in CDMA can be

intra-cell interference, or inter-cell interference. The former interference type occurs

when the subscribers are served by the same cell, and the later one occurs by the

nearby cells. The amount of interference in a CDMA system depends on the cross-

correlation of the PN sequences for all active subscribers, and the spreading factor.

Development of the CDMA technique, consequently, depends mainly on the spreading

code properties. When orthogonal PN codes are employed, the interference would be

minimum, when time synchronization exist.

The conventional detection (match filter) is the optimum detection in white Gaussian

noise environment. However, this detection suffers from the near-far problem espe-

cially when MAI is present. If the interfering subscribers’ signals are larger than that of

the desired user, the match filter performance gets worse, and complex power-control
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techniques are necessary to address the near-far issue, which is difficult in a real-time

applications.

Multiuser detection (MUD) attempts to overcome the traditional near/far CDMA dis-

advantage at the receiver by cancelling most of the multiple access interference. Verdu

[4] proposed such a system, which is known as the optimum maximum likelihood

(ML) MUD system. Most of the planned MUD receivers could be categorized into

two main groups: linear MUD and subtraction interference cancellation detectors. In

the former, a linear transformation (modification) is applied to the output of the match

filter to offer improved performance. In subtractive interference cancellation detectors,

estimations of the interference will be created and iteratively taken out. Additionally,

there are adverse group of methods which deal with the application of the multi-user

techniques to practical scenarios.

1.3. Thesis Contributions

In this thesis we investigate MIMO systems and MIMO CDMA multi user detection

receivers in Gaussian and non-Gaussian noise. We investigate the performance of the

RSIC and RSTDD detectors in practical situations such as incomplete channel state

information, correlated antennas, and impulsive noise. We propose a novel channel

estimation robust detector. The results show that RSIC performs well under adverse

conditions. We also show the results for V-BLAST detection criteria in impulsive

noise channel modeled by Middleton’s Class A type. We show the overall perfor-

mance within various antenna designs and distinct noise factors. We then show the

effect of the channel on the proposed systems. We propose a robust detection scheme

(RDD), which improves the fading coefficient evaluation by enhancing the channel
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matrix inside the system. Timing errors in the RDD are taken into account through

the adjustment of the correlation matrix or the spreading code matrix. Consequently,

the impulsive elements of the additive noise are processed via a robust nonlinearity to

reduce the effect of the outliers. The results demonstrate that the performance of the

RDD over the decorrelating detector is considerable. Additionally, we mention two

main combining schemes and propose RSIC detector for the MIMO CDMA system.

We also provide analytical results and carry out simulations to validate the analyti-

cal models, which consequently validate the gains realized by applying the proposed

robust detection algorithm in a non-Gaussian noise environment [5, 6, 7, 8].

1.4. Thesis Outline

The contents of the thesis are organized as follows: Following the general introduction

and our contributions in Chapter 1. Chapter 2 provides a literature review for CDMA

detection algorithms.

Chapter 3 introduces the multiple-input multiple-output channel model. It also ex-

plains basic MIMO communication systems, such as VBLAST and MIMO CDMA.

Chapter 4 provides the fading model overview. It also explains the impulsive noise

models. Mathematical models for the impulsive noise, MIMO channel and fading ef-

fects are also stated in this chapter.

The analysis and design of our proposed robust detection is presented in Chapter 5.

We state several robust detection algorithms for different settings. Timing mismatch,

channel errors and impulsive noise are investigated. Chapter 6 validates the proposed

results through simulations. Simulations are performed to either confirm the theoretical
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derivations, or to show the performance gain in the proposed detection algorithms.

Conclusions and key results of the thesis are summarized in Chapter 7.
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Chapter 2

MULTIPLE ACCESS TECHNIQUES AND CDMA DETECTION

ALGORITHMS

2.1. FDMA and TDMA

The simultaneous transmission in time and frequency is the fundamental idea behind

the multiple access technique. One of these techniques is the FDMA. It allows fre-

quency sharing by allocating a different carrier signal to every single subscriber so that

the individual user’s spectra do not overlap. Then by using bandpass filtering we enable

different demodulation of each channel. In time division multiplexing TDMA, time is

divided into slots allocated to each incoming signal in round-robin fashion. Demulti-

plexing is performed by merely switching on to the received signal at the appropriate

times. The vital characteristic of frequency division and time division multi access

techniques is that, the various users are working in separate non-interfering channels.

These multi access techniques function by ensuring that the signals transmitted by

a mixture of users are mutually orthogonal. Channel or other non-ideal effects may

require the placing of guard times in TDMA and spectral guard bands in FDMA to

prevent from co-channel interference.

2.2. CDMA

In contrast to either of the previous systems, CDMA enables parallel access over the

entire frequency band for every single user. The data bits are spread with precise

8



patterns known as spreading codes (spread spectrum approach). The signals can be

differentiated by allocating them individual spreading codes. One option is to use

orthogonal codes to eliminate the interference completely. However, the transmitting

channel usually destroys the orthogonality and multiuser interference (MUI) turns to

deteriorate the system’s performance.

2.3. Multiuser Detection in CDMA

The expansion of multiuser detection techniques was originally envisaged by Verdu for

the simple Gaussian channel. Zvonar and Brady expanded the work to fading channels

in the 1990s [9, 10], under some simplifying statement such as the perfect knowledge

of the channel impulse response. Later work has expanded these to investigate is-

sues of channel estimation problems. Direct-sequence CDMA (DS-CDMA) has the

most widespread use among CDMA technologies, where data bits are multiplied by

a unique codes. In a classical DS-CDMA system, the user’s information bits are de-

tected through a bank of correlators that correlate the complete received signal with

the particular user’s code (despreading) [11, 12].

One of the major drawbacks of the CDMA system is the MAI, which is a factor that

limits the capacity and the performance of DS-CDMA techniques. MAI is caused by

the correlation the spreading codes of users. This interference is the consequence of

random time offsets among users’ waveforms. Even though the MAI caused by any

one user is usually negligible, alarge group of active users cause substantially degra-

dation in the system. The effects of MAI are not taken into consideration when the

conventional-classic detector is employed. The classical detector employs an indi-
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vidual user detection approach in which every user is detected separately without the

concern of other users. Due to the existing interference among users, an enhanced

detection technique is required. This technique is known as multiuser detection or

joint detection. In this technique, data from various users is used mutually to more

effectively filter every specific user’s data bit. This provides major advantages to the

DS-CDMA systems.

2.3.1. Conventional Detection

A mathematical model for a synchronous DS-CDMA system is outlined. In syn-

chronous CDMA, all bits for all users are synchronized in time. However, in realis-

tic DS-CDMA systems, the wireless medium is generally asynchronous (for instance,

waveforms are arbitrarily delayed). We assume that all carrier offset values are zero.

When phases are also the same, the model allows us to utilize the baseband repre-

sentation for real signals. To simplify further, we assume that no multipath effect is

present, and the received signal arrives at the receiver through a single path. Assume

a binary phase shift keying (BPSK) data modulation, with K DS-CDMA users in a

synchronous BPSK real channel, the mathematical signal representation in baseband

for the received signal can be stated as [13]:

r(t) =
K∑
k=1

Ak(t)Sk(t)bk(t) + n(t), (2.1)

where Ak(t) is the amplitude of the user’s signal, Sk(t) is the spreading code, and

bk(t) is the modulated signal of the kth user, and n(t) is additive white Gaussian noise

(AWGN), that has double side power spectral density of No/2 W/Hz. The energy
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Figure 2.1. Block diagram of the match filter detection [13].

of the kth signal is equivalent to the amplitude square, that is assumed not to change

during the bit duration interval. The modulation is made up of rectangular signals of

length Tb (bit period), which takes on bk = ±1 values depending on the transmitted

signal. The gold code or pseudo noise signal is composed of rectangular codes of

timeframe Tc (chip time period), that pseudo randomly carry Sk = ±1 values [14, 15].

The conventional detector is shown in Figure 2.1, which is a group of K correlation

devices. Every spreading sequence is generated and correlated with the received signal

in a specific branch. The correlating detection process is known as matched filtering.

The results of the match filtering process are sampled over the bit periods, providing

“soft” estimates of the received signal. The remaining ±1 “hard” information deci-

sions are produced with respect to the sign of the soft data. It is obvious that classical

detection pursues an individual data detection technique; every part discovers a single

11



individual with no consideration towards other users. Consequently, there is no joint

detection of multiuser information or cooperative processing. The performance of this

algorithm relies upon the features of the spreading sequence correlations. It is neces-

sary that the correlations involving the identical code sequence ( autocorrelations) are

greater than the correlations among the other spreading-codes ( cross-correlations).

Mathematically, the correlation formula is described as [13]:

ρi,k =
1

Tb

∫ Tb

0

Si(t)Sk(t)dt, (2.2)

where, if i = k, then ρk,k = 1. For i ̸= k, 0 < ρi,k < 1. The outcome of the kth user’s

correlator for a specific bit period is [13]:

yk =
1

Tb

∫ Tb

0

r(t)Sk(t)dt, (2.3)

yk = Akbk +
K∑

i=1(i̸=k)

ρi,kAibi +
1

Tb

∫ Tb

0

n(t)Sk(t)dt, (2.4)

yk = Akbk +MAIk + zk. (2.5)

Note that codes are designed to reduce MAI (i.e., ρi,k << 1)

MAI has a considerable influence on the performance of the classical DS-CDMA sys-

tem. The relation between MAI and the number of users in the system is directly

proportional; the higher the number of operating users, the higher the MAI. Addition-

12



ally, higher power users worsen the detection of the lower amplitude users, as seen

by (2.5). Therefore, the general influence of MAI on system efficiency is even more

noticeable when users’ signals are received at various energy levels. Lower amplitude

users are dominated by high amplitude users, where such a circumstance occurs when

the transmitters are in different topographical areas from the receiver. This is referred

to as the near/far problem and fading could also contribute to these adverse effects

outlined below:

1. Interference flooring: If the interferer signal is not absolutely orthogonal with

the desired one, the result of the standard matched filtering will have multiple

access interference. Therefore, even if we assume a zero AWGN on the system,

bit error may still occur do to the MAI. This creates a problem in achieving low

bit error rates.

2. Near-far problem: The IS-95 mobile network system utilizes strict power control

methods to prevent this issue. However, these mechanisms have high cost and

complexity.

2.3.2. Multiuser Detection

In joint detection systems or MUD, PN sequence and time details (and perhaps signal

power or phase) of many users are mutually used to enhance the detection of every

single user. The code sequences for a number of users are identified at the receiving

side a priori. Some of the main multiuser detectors are described below:

2.3.2.1. Decorrelating Detector and MMSE Detector. This detection technique maps

the output of the correlators using the inverse of the cross correlation matrix R−1, here
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R = ρi,k is the K ×K matrix (assuming synchronous CDMA) as described in (2.2).

The output of bank of K matched filter outputs can be written as:

y = RAb + n, (2.6)

The decorrelating detector that results from the above mentioned process can be ex-

pressed as [13]:

b̂ = sgn
(
R−1(RAb + n)

)
, (2.7)

b̂ = sgn
(
Ab + R−1n

)
, (2.8)

In order to perform the MMSE detection, R−1 is replaced in (2.7) by:

W = (R + σ2
nA−2)−1, (2.9)

where σ2
nA−2 = diag{ σ2

A2
1
, σ2

A2
2
... σ

2

A2
k
}. Hence we observe that without any background

noise the DD reaches ideal filtering and the detection level outperforms the classical

filter. One benefit of the decorrelating detector is that it does not necessitate the prior

knowledge of the obtained signal amplitude. It is clear that MAI will be entirely can-

celed (given that the inverse of the cross correlation matrix exists). The disadvantage

is the consequence of noise amplification due to the multiplication of the cross cor-

relation values R−1, with the noise as in R−1σ2
n. This is typically more substantial
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than that of the elements in σ2
n. For this reason, the DD performs well as long as MAI

dominates noise.

Minimum mean square error (MMSE) multiuser detection techniques is a trade off

between the match classical filter and the decorrelator detector. It takes into account

the interference and noise simultaneously.

When the noise is insignificant as compared to users interference, the matrix in (2.9)

reduces into the cross correlating inverse matrix R−1. When the interference is in-

significant, matrix R is diagonal and breaks to a group of scaling components on the

correlator outputs that will not affect decisions on data at all. Actually, when there is

no MAI, the results of the correlators would be the the best possible decision variables

and does not require signal processing.

2.3.2.2. Subtractive Interference Cancellation Detectors. Subtractive interference can-

cellation detectors are categorized as an additional significant class of detectors. The

essential property of these detectors is the formation of interference estimations, which

is caused by every user, in order to eliminate some or all of the interference viewed by

the other users. Frequently, these detectors are realized by multiple stages, and perfor-

mance increases further with the stages. Hard or soft bit estimations can be applied to

calculate the MAI. The soft choice is to use soft data estimates for the combined esti-

mation of the data bits and amplitudes, and is simpler to employ. The nonlinear tech-

nique that includes feeding back bit decisions is known as the hard-decision method;

it necessitates consistent estimations of the established user amplitudes so that we can

produce estimates of users interference. Subtractive interference cancellation could
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further be categorized as follows:

1. Successive Interference Cancellation (SIC):

SIC improves the bit error rate performance by generating estimations of the

interfering data signal, and then cancelling regenerated interference from the

original signal. This interference cancellation scheme outperforms the DD and

the MMSE detectors when near far problem is dominant.

2. Parallel Interference Cancellation (PIC):

The PIC detector is similar to the SIC in generating estimations of the interfer-

ing signal, subtracting those regenerated interference from the original signal in

parallel. Hence, the interference cancellation is immediate for all the users in

the scheme. The multistage PIC construction was presented in [16]. The PIC

depends mainly on the accuracy of MAI estimations, which depend on the data,

channel coefficients, and offset estimates of the users. Any problems with these

estimates would damage the efficiency of the PIC. Particularly imprecise com-

plex channel coefficient estimations result in a large error on the MAI estimates.

3. Zero-Forcing Decision-Feedback Detector (ZF-DF):

In the ZF-DF system, also known as the decorrelating DF detection [17, 18],

two processes are performed: linear processing and then a form of successive

interference cancellation process. The linear function moderately decorrelates

the signal while not amplifying the noise, where the SIC operation decides and

eliminates the interference from a single excess user at a time. The ordering

is done in decreasing order of the user’s power. The ZF-DF detector utilizes
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the SIC system to create the partially decorrelated bits. The initial result of the

first bit of the 1st user, without any MAI, is employed to generate and subtract

out the MAI it has, therefore, making the soft output of the first data bit of

the 2nd user MAI free as well. This procedure carries on, for every time the

process is iterating, the MAI brought by one added bit (the earlier decoded one)

is generated and canceled.

4. Hybrid Successive-Parallel Interference Cancellation (HIC):

The HIC merges the SIC with the low delay of the PIC. A HIC scheme of PIC

and SIC is initiated in [19], where two hybrid configurations are compared with

SIC and PIC schemes. It is known that the hybrid IC scheme has more gain

overall than PIC or SIC schemes. However, additional research is required for

the optimum design, since it is shown that differences exist in the complexity

and delay between the two hybrid configurations. In addition, the system used

to select the users for the PIC stage needs to be improved further to enhance the

BER performance.

5. Groupwise Successive Interference Cancellation (GSIC):

In the majority of groupwise detectors, users are either grouped according to

their received powers or by their data rate (in the multirate case). In [20], GSIC

method for a DS-CDMA system is discussed. The analysis of the GSIC model

under BPSK modulation and Rayleigh fading asynchronous channel is available.

The GSIC system leads to a sizeable decrease of the hardware complexity. Nu-

merical outcomes demonstrate that the method performance of the GSIC system
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reaches the efficiency of the SIC one, once the group size is not too large.
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Chapter 3

MIMO COMMUNICATION SYSTEMS

3.1. Introduction

In radio communications, multiple-input multiple-output (MIMO) is the use of mul-

tiple antennas at the transmitting and receiving ends to improve the communication

performance. It is a form of enhanced antenna system. MIMO technologies are the

promising techniques in cellular telecommunications, because they conduct high trans-

mission rate and link range with no extra frequency resources or higher transmitting

energy. MIMO systems spread the available entire transmitting power by the array

antennas to realize a gain that enhances the spectral efficiency, or to accomplish a di-

versity factor that increases the connection reliability by decreasing the fading effect.

For these reasons, MIMO is an important aspect of the most recent mobile network

standards, for example IEEE 802.11n, 4G, WiMAX, 3GPP LTE and HSPA+.

MIMO systems afford a linear increase of capacity with the number of antenna el-

ements, providing considerable performance increases over single-input single-output

(SISO) systems. To benefit from the performance of MIMO systems, the MIMO chan-

nel must be suitably modeled. It is customary to model the MIMO channel as an

independent quasi-static flat Rayleigh fading channel. There are various methods that

are usually used to MIMO techniques, such as the space time block codes (STBC)
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[21, 22], space time trellis codes (STTC) [23] and bell-labs layered space time archi-

tecture (BLAST) [24]. In this framework, there is a large number of radio propagation

models, each developed and used for special applications. The right depends on oper-

ational parameters such as the surroundings, velocity, accuracy, cost and simplicity of

use. In general, experience has revealed that for scenarios and factors that are not avail-

able on-site, sufficient accuracy can be attained by simulations and stochastic models.

On the other hand, for scenarios which are more specific, tracing models that utilize

physical databases provide reasonable accuracy, but at the cost of processing time.

With growing demands on faster wireless communication services, such as high speed

data packets, and internet solutions, communication system capacity received a great

attention from the researchers in last decade. Whilst huge materials are available on

improving user data rates by means of coding systems, however, they accomplish that

by a trade off with overall data rate. The MIMO communication techniques attempt

to obtain capacities near to the Shannon capacity values by utilizing multiple transmit

and receive antennas, in addition to complex space time signal processing methods.

3.2. Diversity

MIMO is the first technique that utilizes a number of antennas at the receiver or the

transmitter side. It could be employed to combat channel fading, or to transmit data at

a higher rate. MIMO aims to improve the communication link by the transmission and

reception of several replicas of information through independent fading paths. Hence,

MIMO decreases the probability of simultaneous signal fades. The reception of repli-

cas of the same information at the receiver is referred to as diversity. The number of

independent replicas of the same information at the receiver is called the “diversity
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order” or the ”diversity gain” of the system. In MIMO system, the transmitting and

receiving antennas form NT ×NR (NT is number of transmitters and NR is the number

of receivers) independent radio paths and by doing so, we can provide a full diversity

gain. Diversity systems are mainly interesting in the case richly scattering channels,

but the targeted transmitted rate is close to that of SISO system. In other words, the

additional antennas of the MIMO system are used to have the same transmission rate

of a SISO system.

The diversity performance is linearly proportional with the number of transmitting

branches provided that the number of receiving branches is higher than or equal to

the number of transmitting antennas. One of the general MIMO systems is the bell

layered space-time system (BLAST), the BLAST is a narrowband point-to-point com-

munication design for accomplishing great spectral efficiency. The diagonally layered

space-time building is referred to as diagonal BLAST (D-BLAST) and utilizes several

antennas at the transmitting and receiving ends, and a coding design that orders the

block codes diagonally in space and time. Diagonal BLAST was proposed by Fos-

chini [24] to utilize MIMO at both ends of a wireless network. Initially, the BLAST

detection scheme was based on iterative interference cancellation.

Assuming a highly scattering Rayleigh channel, the capacity of the coding scheme is

linearly proportional with the number of antennas, and 90% of the Shannon capacity

can be achieved. The D-BLAST has a complex structure, however, the complexities

of D-BLAST implementation gave rise to research that led to VBLAST, which is a

modified version of BLAST [25]. There are two interference cancellation schems in
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the detection process of the BLAST, specifically, zero-forcing (ZF) [26] and minimum

mean squared error (MMSE) [27]. Vertical BLAST (VBLAST), is proposed in [28].

In VBLAST, each data stream uses only one transmit antenna but in D-BLAST, the

data streams are rotated and each data stream encounters all transmitting antennas.

VBLAST is a less complicated version of BLAST, it is more feasible but theoreti-

cally has worse performance. D-BLAST achieves higher diversity, but demands more

complicated encoder and decoder.

Diversity methods are conventionally used in the base stations (BS). In the downlink,

the BS transmits from two or more antennas, while in the uplink the BS receives in-

formation via several receiving antennas. The diversity approach is significant for

systems having a comparatively small number of transmitting antennas that function at

low SNR values. A main drawback of a MIMO scheme is that the transmitted signals

from distinct antennas must be uncorrelated, and hence, the antenna elements must be

adequately separated. It has been shown in the literature that the spacing between an-

tenna elements must be greater than half of the wavelength of the transmitted signals.

In practice, the spacing go over by three and even ten times the signal’s wavelength.

Therefore, the diversity schemes are popular for mobile/portable devices that have size

limitations.

3.3. MIMO Channel Model

Figure 3.1 shows a simple basic MIMO channel. In the MIMO channel a complex data

elements b = (b1, b2, . . . , bNT
)T is transmitted and a complex vector r = (r1, r2, . . . , rNR

)T
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Figure 3.1. Block diagram of the MIMO channel.

is received. The input-output relationship can be expressed as in [21]:

r = Hb + n, (3.1)

where H is a NR × NT matrix addressing the multipath of the channel and n =

(n1, n2, . . . , nNR
)T is the noise. We assume that H is a randomly independent ele-

ments matrix with complex Gaussian distribution. We assume that the channel is con-

stant over one symbol transmission and quasi-static fading channel, in other word, it

may differ from one block to another. The channel coefficient hi,j is the path element

from transmitting antenna j to receiving branch i. We presume that the channel ele-

ments are independently complex circular symmetric Gaussian random variables with

zero mean and unit variance. It is also assumed that H and n are independent of one

another and of the information vector b. The block diagram of a VBLAST system is
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shown in Figure 3.2, which has NT transmitting branches and NR receiving ones. The

data stream is sub-divided into multiple streams and every substream is then modulated

separately and directed through a different transmitting antenna.
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Figure 3.2. Block diagram of the VBLAST detector [25].

3.3.1. Alamouti’s Scheme and Space-Time Coding

The transmit diversity technique proposed by Alamouti was the first space-time block

codes (STBC) [21]. The encoding and decoding process is designed in sets of two

modulated symbols. The STBCs are the simplest type of spatial sequential codes that

develop the diversity with several transmitting antennas. Alamouti designed a straight

forward transmission diversity method for systems having two transmitting antennas.

This technique offers full diversity and necessitates simple linear process at both the

transmission and the reception side. The encoding and decoding are performed with

blocks of transmission symbols. Alamouti’s simple transmit diversity system was ex-

tended in [29, 30] using orthogonal designs for larger numbers of transmitting anten-

nas. These codes are known in the literature as orthogonal space-time block codes

(OSTBCs).
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Alamouti scheme can be described as follows: Let x1, x2 be the two modulated sym-

bols that enter the space-time encoder. The times t1, t2 are separated by a constant

time duration T . In the Alamouti structure, for the duration of the 1st time instance,

the symbols x1 and x2 are transmitted by the 1st and the 2nd antenna correspondingly.

While in the subsequent time instance t2, the negative of the conjugate ( −x∗
2) is sent

by the 1st antenna while the conjugate of the 1st symbol ( x∗
1), is transmitted from the

second antenna.

3.3.2. Space-Time Trellis Codes

STBCs cannot attain the transmission rate of a SISO system when having several trans-

mitting antennas. Furthermore, even though STBCs offer diversity, the capacity of the

MIMO system is not completely exploited. It is possible to design codes that present

not only diversity but also some coding gain, consequently, this will increase the com-

plexity. More accurately, the code’s complexity increases with the number of trans-

mission bits and the modulation used, these codes are represented in the literature as

space-time trellis codes (STTCs). These codes are based on the convolutional encoding

practice presented in [23].

3.3.3. MIMO Detection Algorithms and VBLAST

The VBLAST encoding process is simple and is as follows: converting the data stream

into streams (layers), then encoding the streams, finally, we transmit independently.

DBLAST converts each code word into two blocks, A and B. At the first time slot,

antenna 1 does not transmit and antenna 2 transmits A. During the remaining time

slots, antenna 1 transmits B antenna 2 transmits A (if possible).
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Assuming perfect channel estimation, the decoding at the receiver becomes achievable

through the VBLAST algorithm. The detection and estimation of the transmitted sym-

bols is achieved in a vector-by-vector basis. The algorithm works on each vector in a

symbol-per-symbol basis by iteratively detecting and estimating the transmitted sym-

bols. The algorithm is based on interference cancellation. For every receiving antenna,

the signals from various transmitting antennas are superimposed. At the decoder, the

layers are sorted in descending order of the received power and each layer is estimated

by looking at the remaining layers as noise. The estimate is fed back to cancel its

interference to other layers. This is similar to the successive interference cancellation

process. Three consecutive phases take place:

• ZF or linear interference suppression through MMSE.

• Interference cancellation of the symbols detected.

• Reordering of the detection process through SNR post-detection.

The VBLAST steps are [26]:

Wi = H+, (3.2)

for i = 1, ...K, (3.3)

ki = argminj∈k1,...,ki−1
∥Wi,j∥ , (3.4)
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yki = Wi,kiri, (3.5)

b̂ki = Q (yki) , (3.6)

ri+1 = ri − b̂ki(H)ki , (3.7)

Wi+1 = H+
k̄i
, (3.8)

i = i+ 1, (3.9)

where H+ symbolizes the Moore-Penrose pseudo-inverse of the channel matrix H,

[25, 26], Wi,j is the jth row of Wi. Q(.) is an estimator for the closest constellation

level, and is a sign operation for BPSK signals. Hki indicates the kth column of H,

Hk̄i refers to the matrix attained by nulling of the columns k1, k2, . . . , ki of H, and

H+
k̄i

means the pseudo-inverse of Hk̄i . (3.4) establishes the order of channels being

recognized; (3.5) performs zeroing and determines the decision statistic; (3.6) pieces

calculated decision statistic then produces the decision; (3.7) carries out canceling via

decision feedback, and (3.8) figures the new pseudo-inverse to the up coming iteration.

3.4. MIMO CDMA System

The use of array antennas at the receiver is to achieve diversity reception only, where

the multiple transmit antennas may be employed to realize diversity or transmitting at
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high data rates. Antenna diversity is realistic, efficient and therefore is commonly uti-

lized method to minimize the influence of fading. The conventional technique employs

several antennas at the receiver and achieves combining using diverse schemes, or se-

lections, this enhances the quality of the received signal. Based upon the complexity

and the level of channel knowledge at the receiver, many diversity combining methods

can be used. One such a diversity combining methods involves selection combining

(SC), where the diversity depends on selecting a threshold. Combining to maximise

the SNR is known as maximal ratio combining (MRC). Detecting the branches inde-

pendently is known as post detection combining (PDC).

3.4.1. The Downlink MIMO CDMA Model

Consider a downlink MIMO CDMA where the spreading codes are known. As shown

in Figure 3.3, the system has K users with NR receive and NT transmit antennas,

which demodulate the KNT independent data substreams transmitted from the base

station. The mapper switches a specified user’s data to a specific transmit antenna.

The received baseband signal at the pth receiving antenna which represents the pth

diversity reception is given by [31]:

rp(t) =
M∑

m=1

NT∑
n=1

K∑
k=1

cn,pak,nskbk,n(m) + np(t), (3.10)

where cn,p is the fading coefficient of the nth transmitting antenna and the pth receiving

one. ak,n is the amplitude of the kth user from the nth transmit antenna. sk ≡ sk(t −

mTs − τn,p), is the spreading sequence of the kth user. Ts is the symbol period. τn,p

is the timing delay between the nth transmitting and pth receiving antenna. bk,n(m) is
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Figure 3.3. Block diagram of the downlink MIMO CDMA System [31].

BPSK modulated data. M is the frame size, and np(t) is the noise term. The channel

coefficients are zero-mean independent complex Gaussian random variables with unit

variance. The discrete time matched filter signal at the pth receiving antenna is:

rp = SpC̃pAb + np, (3.11)

where

Sp = [Sk,n,p(1) Sk,n,p(2) . . . Sk,n,p(M)], (3.12)

and

Sk,n,p(1) = [s1,1,p(i) . . . s1,NT ,p(i)s2,1,p(i) . . . sk,NT ,p(i)], (3.13)

Sp is the MN ×KMNT spreading code matrix formed by concatenating matrices in

(3.13), Cp is KMNT ×KMNT channel coefficients matrix formed by:

IM ⊗ diag[c1,p, c2,p, . . . , cNT ,p],
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where ⊗ denotes the Kronecker product. A is the KMNT ×KMNT amplitude diag-

onal matrix. b is KMNT × 1 data vector:

b = [bT
k,n(1) bT

k,n(2) . . . bT
k,n(M)]T , (3.14)

where n is the (M)N × 1 AWGN vector (or impulsive noise as it will be discussed

later), and N is the spreading factor.
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Chapter 4

FADING CHANNEL AND IMPULSIVE NOISE MODELS

Precise noise modeling is a key factor in signal detection, imprecise or inappropriate

noise modeling presumptions turn out to be a problem in the system’s performance

[32, 33]. The additive noise channel model is the simplest communication model,

which is illustrated in Figure 4.1. The transmitted signal s(t) is degraded by an additive

Σ( )s t

( )n t

( ) ( ) ( )r t s t n t= +

CHANNEL

Figure 4.1. Additive Gaussian noise channel.

random noise process n(t). This noise process may arise from interference during the

movement in the propagation medium (in the case of wireless communications), or

from the electronic mechanisms and the amplifiers at the receiver in the communication

system (due to the electron’s random motion). Because of this noise, the received

signal r(t) can be stated as:

r(t) = s(t) + n(t), (4.1)

Thermal noise is the noise that is principally presented by the electronic devices, ele-

ments and amplifiers at the receiving end, and it may be statistically characterized as
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additive Gaussian noise (AGN) process [34].

Even though AWGN channels are typically used as reference channel models in com-

munication systems, they are inadequate for portraying communication channels in

real-world scenarios, because there are diverse noise sources that may corrupt the trans-

mitted signal, such as the impulsive noise.

4.1. Impulsive Noise Channel

4.1.1. Impulsive Noise Model parameterized by ϵ and κ

According to the central limit theorem (CLT), the noise results from the addition of

many sources is typically modeled as Gaussian noise. However, this assumption is not

valid all the time. There are some noise processes that exhibit non-Gaussian behavior,

such as man-made noise, underwater acoustic noise, ... etc. [35, 36]. This type of

noise can be modeled as impulsive noise, the probability density function (pdf) of an

impulsive noise process is usually described using the Gaussian mixture model [37]:

f = (1− ϵ)N(0, σ2
n) + ϵN(0, κσ2

n), (4.2)

Figure 4.2 shows the noise pdf tail that is substantial on the BER performance. As

ϵ increases, the impulsiveness increases as depicted in Figure 4.3. The total noise

variance is given by [38]:

σ2 = (1− ϵ)σ2
n + ϵκσ2

n, (4.3)
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Figure 4.2. Impulsive noise pdf (ϵ = 0.2, κ = 100), and GN pdf (µ = 0, σ2 = 1).
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Figure 4.3. The impulsive noise histograms for various values of ϵ and κ = 100: (a)

ϵ = 0.01, (b) ϵ = 0.05, (c) ϵ = 0.2.

where N(0, σ2
n) is a Gaussian pdf with mean zero and variance σ2

n, representing the

effective background noise. N(0, κσ2
n) shows the impulsive component, where ϵ is the

probability to have an impulsive component and therefore 0 < ϵ < 1. κ is the strength
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of the impulsive noise and κ ≥ 1. The received signal with impulsive noise is given by

(4.4), where s(t) is the data signal and n(t) is the impulsive noise content.
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Figure 4.4. Impulsive noise sample, ϵ = 0.01 and, κ = 1000.
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Figure 4.5. Impulsive noise sample, ϵ = 0.2 and, κ = 1000.

x(t) = s(t) + n(t), (4.4)

The tails of the impulsive noise distribution do not go to zero, but they do spread

apart. Figure 4.4 and 4.5 show a sample of the noise model discussed above. As we
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can clearly see, increasing the ϵ parameters will increase the number of impulsive parts

in the sample.

4.1.2. Impulsive Noise Model Parameterized by X and Z

The second model assumption is Middleton’s Class A type, which is parameterized by

Z and X . This noise is made up of an infinite extension of Gaussian density functions

with distinct variances and equivalent means [39]. This model assumes that each noise

sample ns := gs + is is the total of a background Gaussian part gs, and impulsive

portion is with X := var(gs)/var(is), standing for their power ratio. The pdf of the

noise at any of the receiving antennas can be expressed as [40]:

p(np) =
∞∑

m=0

αm

πσ2
m

exp(−|np|2

σ2
m

), (4.5)

where αm = Zm

m!
exp(−Z). σ2

m = σ2(m/Z +X)/(X + 1), and σ2 = var(np). Again

X stands for the power amount of the background Gaussian noise and the impulsive

component, and Z is the so-identified impulsive index. Small values of Z result in

an impulsive behavior and a near-Gaussian when Z is significant [41, 42]. As cer-

tainly observed from its pdf in (4.5), the noise np is not Gaussian. Nevertheless, the

class-A noise could be considered as conditionally Gaussian, also referred to as com-

pound Gaussian, consequently, np , if conditioned on a poisson random variable Yp

with parameter Z, is Gaussian that has zero mean and variance presented as [40]:

vp := var(np/Yp) = σ2

(
Yp

Z(X + 1)
+

X

X + 1

)
, (4.6)
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The variance of the noise np can be easily found by the expectation of (4.6) with re-

spect to the random variable Yp, using the fact that E(Yp = Z), where E(.) denotes

the expectation. The random variable Yp controls the impulsive sample, if Yp > 0 the

impulsive component exists, and when Yp = 0 there is no impulse component. Fi-

nally, we shall identify the joint distribution for the conditional variances v1, ..., vNR
,

that lead to the distribution of np. In this case, two approaches can be used, one ap-

proach assumes that (vp, p = 1, 2, ..., NR) are i.i.d random variables, whereas the sec-

ond method assumes that (v1 = v2 = ... = vNR
), and vp is associated with a single

poisson random variable. This assumption is valid when there is one physical process

generating the impulsive noise, and this process affects different receiving antennas,

thereby making the conditional variance vp of the receive antennas equivalent to one

another. This could possibly be a good model to a multi-antenna technique when the

antenna branches are spaced closely. Statistically, n1, ..., nNR
are dependent but uncor-

related [43]. This structure is often known as spherically invariant noise type and was

applied in [44]. The noise samples joint distribution of the n := [n1, ..., nNR
] is [40]:

p(n) =
∞∑

m=0

αm

(πσ2
m)

NR
e
(−

∑NR
p=1

|np|2

σ2
m

)
, (4.7)

4.2. Fading Channels

The transmitted electromagnetic waves in mobile communications are deteriorated due

to obstacles; such as mountains, trees, buildings and moving objects that hinder the

line-of-sight (LOS) path. In addition to the LOS path, these obstacles result in re-

flected, diffracted, scattered and LOS signals that are vectorially summed to give one

signal at the receiver. This result is called the multipath effect. Because of this mul-
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tipath, the received signal is composed of the sum of delayed, attenuated, and phase-

shifted multi-replicas of the transmitted signal. This accumulation could be construc-

tive or destructive depending on the phase shift of each replica [45].

4.2.0.1. Flat Fading Channel. When the cellular radio channel bandwidth is higher

than the bandwidth of the transmitted signal, the channel is known to be flat or fre-

quency nonselective. The amplitude of the received signal varies with time, because

of the variations in the channel gain. The distribution of the amplitude of a flat fad-

ing channel is important. The most common amplitude distribution is the rayleigh

distribution [45]. The pdf of the rayleigh distribution is given as follow

p(x) =


x
σ2 e

(− x2

2σ2 ) , 0 ≤ x ≤ ∞

0 , otherwise

(4.8)

When the cellular radio channel bandwidth is smaller than the bandwidth of the carried

signal, then the channel is frequency-selective. In this scenario, the impulse response

of the channel carries a delay spread higher than the symbol interval on the transmitted

signal. inter-symbol interference (ISI) in a frequency selective fading channel takes

place because of the time dispersion of the transmitted symbols within the channel.
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Chapter 5

ROBUST DETECTORS DESIGN

5.1. Robust Detection with Timing Mismatch and Channel
Estimation Errors

In this section, we show the structure of the robust DD detector for timing mismatch

and channel estimation errors. The RDD is used to detect the signals received by

multi receiving antennas experiencing time mismatches. We research the performance

of the detectors in practical situations such as incomplete channel state information,

correlated antennas, and impulsive noise. We propose a novel robust detection. The

results show that RSIC performs sufficiently well under adverse conditions [5].

Changes in the channel matrix will cause errors in the detection process. Timing errors

in the system occurs when sampling at non-optimum sampling points. We consider

timing mismatch of less than one chip duration. The spreading code vector sk,n,p(i)

can be expressed as two virtual spreading codes as in [46]:

sk,n,p(i) = ŝk,n,p(i) + (δn,p − δ̂n,p)∆sk,n,p(i) (5.1)

where ŝk,n,p(i) is the estimated spreading code, ∆sk,n,p is the error in the estimated

spreading code, δn,p and δ̂n,p is the true fractional part of the delay and the estimated

one, respectively. Using adaptive algorithms, we try to minimize the error in the
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spreading code matrix. Consequently, we improve the performance against timing

mismatch. Similarly, the channel matrix Cp is also written in terms of two parts. Then,

we minimize the error in the channel matrix, the system then will have few changes in

some parameters. Such as extending the DD spreading code matrix Sp (by doubling the

column size) to compensate the timing errors. Expanding the channel matrix Cp (by

doubling the column and row size) to compensate the channel estimation errors, adjust-

ing the amplitude matrix A and the data vector b. This detector will use the estimated

errors in the channel while deciding on the output data, and hence, it will have more

information when deciding on each bit, so, it will improve the system performance.

The received signal after these modifications can be written as:

rp = S′
pC̃′

pA′b′ + np, (5.2)

where these modifications are given by:

S′
p = [Sk,n,p(1) . . . Sk,n,p(M)

. . . ∆Sk,n,p(1) . . .∆Sk,n,p(M)],

C̃′
p = [Ĉp ∆Ĉp; Ĉp ∆Ĉp],

A′ = I2×M ⊗ a′,

b′ = [bT bT ]T ,
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a′ = diag(a1,1 . . . a1,NT
. . . aK,NT

)

C̃′
p = Ĉp +∆C̃′

p, (5.3)

where Ĉp is the estimated channel matrix. When ∆C̃′
p=0, then the estimated channel

matrix will match the true one. Now we perform maximal ratio combining and detect

the signal at the receiver side, by multiplying (5.2) by R′−1, where R′−1 is :

By using the signal energy in the estimated code vector for bit detection, we have:

b̂ = b̂
′
(1 : K ×M ×NT ),

where b̂
′
(1 : K ×M ×NT ) is a vector consisting of the first K ×M ×NT elements.

For the RSIC and RDD, we use a clipper device to enhance the performance of the

decorrelating detector in the impulsive noise scenario [47]. More specifically, a robust

correlator is utilized so that each chip information goes through nonlinearity function

(clipper) before the L chips make a bit, then it is delivered to a decision device. The

model is developed for unfavorable effects by removing the excessive amplitudes that

arise impulsively.

5.2. Robust SIC Detectoion for CDMA Systems in non-Gaussian
Channels with Diversity Reception

The main contribution of our research is described in this section. We investigate and

derive the BER performance of the SIC system under impulsive noise and maximal
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ratio combining (MRC). We employ Middleton’s class A type for the noise modeling

[40]. Furthermore, we use PDC SIC detector as the robust multiuser detection tech-

nique to combat the impulsive noise at specific noise parameters in MIMO CDMA

communication systems. We also show the performance of the system under near/far

effect. We derive formulas for both combining techniques and demonstrate simulations

in the next chapter.

In the literature, low complexity multiuser detectors have been proposed [48]. Some of

these include the decorrelating detector [49], MMSE detectors, parallel and successive

interference cancellation detectors, [50]. Multiuser techniques have mainly reduced

the difficulty when the noise model is additive Gaussian. Wrong noise modeling would

be a substantial problem [32, 33, 51].

In our work, we consider a simple SIC detector, which is a low complexity detector

that limits the ordering to the average power, and does not require ordering after each

cancellation. The complexity of this detector is O(KN) and it is comparable to the

classical match filter. The signal used to detect the user k is represented by [52]:

r(t)k = r(t)−
K−1∑
i=1

ŝi(t− τi), (5.4)

where ŝk(t) =
∑∞

m=−∞ ρk,mPT (t −mTs)Sk(t). Sk(t) is the spreading code. PT (t) is

a unit pulse signal outlined on [0, Ts). ρi,m is the received signal projection on the PN

code of user i following the cancellation of the (i− 1)th signal during the mth symbol
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time period, and given by [48]:

ρk,m = Akbk,m +
k−1∑
i=1

Îk,i,m +
K∑

i=k+1

Ik,i,m +Nk,m, (5.5)

where Nk,m = 1
Ts

∫ mTs+τk
(m−1)Ts+τk

n(t)Sk(t− τk)dt. Ik,i,m is the cross-correlation between

spreading code k and other users signal, and Îk,i,m is the residual cross-correlation

between signals after cancellation. Upon further analysis, a non iterative expression

for the signal to interference and noise ratio (SINR) is found to be [52]:

where ϱ is given as [54]:

ϱ =


1 , synchronous

2/3 , asynchronous

(5.6)

The probability of bit error will be denoted as Pb. The average Pb for the kth user is

then calculated as:

Pk = Q
(√

Γk

)
, (5.7)

where Q(t) = 1√
2π

∫∞
t

e−x2/2dx, and the average Pb of the system is taken to be the

average Pb of all the users. Next, we discuss the impulsive effect on the detection

process. First, we assume that the variance var(np/Yp) = σ2 is the same for all the

receive branches, p = 1, ..., NR. Then, to determine the average Pb we have to evaluate

the E(σ2,c) [Pb(Γk|σ2, c)], where Pb(Γk|σ2, c) is the Pb of the system over the channel c

with noise variance σ2. If Pb(Γk|σ2) = E(c) [Pb (Γk|σ2, c)] is the bits in error probabil-
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ity averaged with respect to the random variable that describe the channel c, for a fixed

noise variance, then the typical Pb of the MRC SIC detector under impulsive model is

given by:

E(σ2,c)

[
Pb(Γk|σ2, c)

]
= E(c)

[
∞∑

m=0

αmPb

(
Γk|σ2 = σ2

m, c
)]

= E(c)

[
∞∑

m=0

αmQ
(√

Γ|σ2 = σ2
m, c
)]

=
∞∑

m=0

(
1

2

)(
1−

√
1

1/γ|σ2
m
+ 1

)
αm, (5.8)

where the random channel c, is a rayleigh random variable with the following distribu-

tion:

f(x) = xe−x2/2, (5.9)

and γ = 1
2
E[SNIR]. (5.8) describes the Pb performance of the SIC detector in a SISO

system. In a multi-receive antenna system, the signal is received and combined from

all the antennas. Note that the individual amplitude of every received signal is rayleigh

distributed. These NR coefficients are independent and by using the properties of the

Q function, we average Q(Γ) with respect to the random channel coefficients as in

[13]:

E
[
Q
(√

Γ
)⌉

=
1

2
− 1

2
√
1 + γ−2

(
1 +

NR−1∑
n=1

1.3.5...(2n− 1)

n!2n(γ2 + 1)n

)
= B(

√
Γ), (5.10)

Using (5.8), then Pb of MRC SIC detector with NR receive antenna under impulsive
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noise is:

PMRCSIC =
∞∑

m=0

αmB
(√

Γ|σ = σm

)
, (5.11)

Now, we will discuss the performance of the post detection combining successive in-

terference cancellation (PDC). PDC is more robust against impulsive noise when the

variance at each receiving branch is not the same, but i.i.d. The PDC detector deter-

mines preliminary hard decisions found out by sign(c∗prp) on each receiving antenna.

The PDC then uses majority combining to make a decision. In our system, we assume

that each receiving antenna executes a SIC detection and then we perform a majority

combining. If there are equivalent numbers of +1’s and -1’s (when NR is even), then

the majority combiner chooses +1 or -1 at random with the same probability. Majority

combining error in a PDC SIC detector will occur when more than NR/2 decisions are

wrong or when exactly NR/2 branches are incorrect. Then, recalling (5.8) where the

performance of the MRC SIC detector is shown (for SISO system), the Pb for the PDC

SIC detection is (for even and odd NR):

PPDCSIC =



∑NR

k=NR/2+1

 NR

k

P k
e (1− Pe)

NR−k + 1
2

 NR

NR

2

P
NR/2
e (1− Pe)

NR/2, even

∑NR

k=(NR+1)/2

 NR

k

P k
e (1− Pe)

NR−k , odd

(5.12)

In all previous discussions, we assume that the variance at each receiving antenna is

the same. Now, we derive bounds (exact analysis has high complexity) on the system
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performance when the system employs different variance at every branch, and these

variances are i.i.d. First, we will justify the use of equal variance or i.i.d at the re-

ceiving branch. In many applications, the array elements are placed far enough apart

so that the noise field measured by the array elements is uncorrelated. However, it

is not highly probable for the noise measured by different array elements to be sta-

tistically independent. Therefore, this equal variance model can be used to represent

uncorrelated RV’s in practical settings. On the other hand, the antenna elements might

be separated from each other, and the variance at each receiving branch could be i.i.d.

Hence, bounds are necessary to describe the system performance.

For simplicity, we assume that γ2 = A2/ (σ2 + σ2
I ). Then using (5.10), the Pb condi-

tioning on the channel fading amplitude is bounded by:

E(c)

[
PMRCSIC(A

2|c)
]
≥ 1

2
− 1

2
√
1 + (σ2 + σ2

I )/A
2
, (5.13)

We shall include the impulsive effect of the channel but we also note that the averaging

of (5.13) will be according to the maximum value of the received variances σ2
max =

max
(
σ2
m1, σ

2
m2...σ

2
mNR

)
. The probability mass function (pmf) of the resultant random

variable is:

P (σ2
m = σ2

max) =

(
m∑
k=0

e−ZZ
k

k!

)NR

−

(
m−1∑
k=0

e−ZZ
k

k!

)NR

, (5.14)

Averaging (5.13) with respect to the maximum received variance using (5.14), we ob-

45



tain the following:

Eσ2
max

[
PMRCSIC(A

2|σ2
max)

]
≤ Eσ2

max

[
1

2
− 1

2
√

1 + (σ2 + σ2
I )/A

2

]

≤ Eσ2
max

12 − 1

2

√
1 +

(
σ2
m=σ2

max+σ2
I

A2

)


≤
∞∑

m=0

1
2
− 1

2

√
1 +

σ2
m+σ2

I

A2

P (σ2
m = σ2

max), (5.15)

Equation (5.15) represents an upper bound for the MRC SIC with i.i.d variances. Fol-

lowing a similar approach we may derive another bound on the performance of the

PDC SIC detector. We show the derivations for an odd number of receivers (a similar

model can be followed for even NR). Recalling (5.12),

PPDCSIC =

NR∑
k=(NR+1)/2

 NR

k

P k
e (1− Pe)

NR−k

≤
NR∑

k=
NR+1

2

 NR

k

(Ec{Q(A2/(σ2
m + σ2

I ))|c}
)k

≤
NR∑

k=
NR+1

2

 NR

k


1

2
− 1

2

√
1 +

σ2+σ2
I

A2

k

≤
∞∑

m=0

NR∑
k=

NR+1

2

 NR

k


1

2
− 1

2

√
1 +

σ2
m+σ2

I

A2

k

P (σ2
max = σ2

m), (5.16)

5.2.1. The Effect of the Powers of Residual Users

Throughout our discussion we highlighted the effects of the impulsive noise model for

low complexity SIC detectors, ordering the power of the users after each cancellation
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increases the performance of the system. However, when using PDC SIC algorithm

ordering must be calculated NR times, and hence, this process will be done discretely

at each antenna. If (5.9) represents the amplitude distribution of the different users,

then the pdf of the ordered user Ak (where A1 is the strongest and Ak is the weakest)

is denoted by fAk
(x), and obtained as [50]:

fAk
(x) =

K!

(K − k)!(k − 1)!
FK−k(x) [1− F (x)]K−k f(x), (5.17)

where F (x) denotes the cumulative distribution function of f(x). The error probability

after the jth cancellation is given as:

P j+1
e =

∫ ∞

0

Q(Γj+1)fAj+1
(x)dx, (5.18)

In order to include the effect of the impulsive channel, we average (5.18) with respect

to the impulsive noise variance distribution and obtain:

P j+1
e =

∞∑
m=0

αm

(∫ ∞

0

Q(Γj+1)fAj+1
(x)dx

)
, (5.19)

We obtain the average of the error probability of the system using the averaging of the

Pb from all cancellation stages. The resulting Pe of the system can be easily substituted

into (5.12) to get the theoretical Pb of the PDC SIC system.

5.2.2. System Complexity

In the DD schemes, the inversion of the cross correlation matrix (R) is required. This

matrix has MK × MK dimension, as the number of users K increases, the matrix
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inversion process becomes complex. In addition, the channel coefficients, noise pa-

rameters, and the spreading codes are required for all the users. The computational

complexity for such detectors is O(M3K3), where the symbol O(.) stands as a func-

tion for the number of floating points operations.

SIC detector, is a low complexity suboptimum CDMA detector, that can be considered

as a practical detector for CDMA systems. Assuming that a multistage SIC scheme is

used, and the number of stages is (J), the complexity of such a detector is O(JMNK)

[53], which is much lower than that of the DD. However, the SIC is assumed to con-

verge in reasonable number of stages.

In the MRC SIC detector, the signals coming to all the receiving antennas are combined

and the SIC scheme is performed. Assuming a MIMO CDMA system of NT × NR,

the MRCSIC computational complexity is O(JNTMNK). In PDC SIC detection,

the SIC algorithm is performed at each branch, and hence this increases the complex-

ity by a factor of NR. So the computational complexity for the PDCSIC detector is

O(JNTMNK). Moreover, if we use more complex SIC detectors, which include

ordering of the users at every cancellation stage, or ordering considering the cross cor-

relation between the spreading codes of the users, the complexity would be substantial.

In our model, we used a diversity reception system, so that the MIMO CDMA config-

uration is 1×NR. Moreover, no multi stage consideration was assumed, and no power

ordering after the cancellation was also used. Consequently, the computational com-

plexity for the MRCSIC is O(MNK), and independent of the number of the receiving

branches. The computational complexity of the PDCSIC is O(MNKNR).
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Consider the example of a 1 × 4 MIMO CDMA system, for 5 users, 4 bits frame,

and 31 spreading length. The number of additions/subtractions for the MRCSIC de-

tector is approximately MKN , and the number of multiplications is 2NMK, giving

a total of 620 additions and 1240 multiplications. For a PDCSIC the number of ad-

ditions/subtractions is approximately NRMKN , and the number of multiplications is

2NMKNR, giving a total of 2480 additions and 4960 multiplications. As shown, the

computational complexity for the PDCSIC is substantial.

5.3. Analysis of the DD and RDD for CDMA Systems in
Non-Gaussian Channels

This section investigates the performance of the decorrelating detector in MIMO-

CDMA system under two different impulsive noise models. We examine Middleton’s

class A noise type for the impulsive noise, and we derive the expression for the BER.

We propose a robust detection technique to overcome the impulsive effect on the sys-

tem. Throughout this part, we use MRC and PDC to achieve diversity reception. For

these combining techniques, we present design and analytical results. The simulation

results will be shown in the next chapter.

Multiple transmit antennas may be employed to achieve diversity or transmitting at

high data rates, where it provides only diversity at the reception side. Receive diversity

is a greatly used technique for eliminating the fading effects. In many physical chan-

nels, just like indoor [55], urban [24] radio channels and underwater acoustic channels,

the ambient noise is known to be non-Gaussian, due to the impulsive man-made elec-

tromagnetic disturbance and natural noise as well [24, 56].

In this section, we consider the performance offered by the decorrelating detector in
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a channel corrupted by additive noise that contains occasional outliers. Depending on

the high-amplitude outliers, the capacity of a linear DS-CDMA receiver may degrade

significantly [51]. We investigate and derive the probability of error expressions for

the decorrelating detector, assuming a non-Gaussian noise model and different receive

diversity orders.

5.3.1. The System Model

We consider a downlink MIMO CDMA, where the PN codes are known at the receiv-

ing end. The 1st impulsive noise type is the frequently applied Gaussian mixture model

which is parameterized by ϵ and κ and was extensively used in [51, 57]. We adopt the

usually employed two-term Gaussian mixture type. The probability density function

of this noise structure is expressed as [38]:

p(n) = (1− ϵ)G(0, ν2) + ϵG(0, κν2), (5.20)

with ν > 0, 0 ≤ ϵ ≤ 1 and κ ≥ 1, where the G(0, ν2) expression symbolizes the nom-

inal background noise and the G(0, κν2) expression presents the impulsive elements.

G(0, ν2) = 1√
2πν2

e−n2/2ν2 , ϵ represents the probability that impulses occur (drawn

from uniform distribution). It is typical to analyze the consequences of variation on

the noise distribution by choosing the parameters ϵ and κ and with fixed overall noise

variance [38]:

σ2 = (1− ϵ)ν2 + ϵκν2, (5.21)
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This noise model serves as an approximation to the more fundamental Middleton class

A noise model [57, 58], and has been used extensively to model physical noise arising

in radio and acoustic channels.

The second model assumption is Middleton’s class A type parameterized by Z and

X , and made up of an infinite extension of Gaussian density functions with distinct

variances and equivalent means [39]. The pdf of the complex component noise at any

of the receiving antennas can be expressed as [40]:

p(np) =
∞∑

m=0

αm

πσ2
m

e

[
− |np|2

σ2
m

]
,

αm =
Zm

m!
e(−Z),

σ2
m = σ2(m/Z +X)/(X + 1), (5.22)

where σ2
m = σ2(m/Z +X)/(X + 1), and σ2 = var(np). As certainly observed from

its pdf in (5.22), the noise np is not Gaussian. but conditionally Gaussian and variance

presented as [40]:

vp = var(np|Yp) = σ2

(
Yp

Z(X + 1)
+

X

X + 1

)
, (5.23)
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The noise samples joint distribution of the n := [n1, ..., nNR
] is [40]:

p(n) =
∞∑

m=0

αm

(πσ2
m)

NR
e

[
−

∑NR
p=1

|np|2

σ2
m

]
(5.24)

Note that the first ϵ and κ noise type has been applied to model actual noise occurring

in radio and acoustic environments, and has a constant impulsive probability. However,

the second one has a number of impulses that are poisson distributed, and this model

is more efficient to model the MIMO antenna systems.

5.3.2. Robust MIMO CDMA Detector

The received signal is filtered by by a match filter to form the sufficient statistics of

the data vector, where R and n is the correlation matrix and the effective noise vector

respectively, expressed by [31]:

y = Re[

NR∑
p=1

C̃
H

p ST
p rp] = RAb + n, (5.25)

where

R =

NR∑
p=1

C̃
H

p ST
p SpC̃p,

n =

NR∑
p=1

C̃
H

p ST
p np, (5.26)

Multiplying (5.25) by R−1 and taking the sign of the result achieves space time decor-

relation, also known as STDD. For the impulsive noise effects (ϵ and κ), a clipper is
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used to improve the performance of the decorrelating detector [59]. In particular, we

use a robust correlator in which each chip passes through a robust nonlinearity be-

fore comprising a bit and forwarded to a decision device. The decision of the clipper

function is:

x =


β , x > µ

x , −µ < x < µ

−β, x < −µ

(5.27)

If the sample x passes a threshold value µ then x is clipped to β, and if the sample x is

less than -µ, then x is clipped to -β, else if (−µ < x < µ) x remains as it is.

5.3.2.1. Asymptotic Performance Of The Decorrelating Multiuser Detector. At the re-

ceiver side, we multiply the received signal by the specific user spreading code Sk for

despreading, and R−1
k,k to remove the MAI from the other users. The spreading se-

quence has the two equiprobable random values 1/
√
N,−1/

√
N . Now, consider the

Gaussian mixture noise model given by (5.20), so that the received signal has the N-

fold convolution of the following pdf:

p(w) =
√
N ×

[
(1− ϵ)e−(w)2N/2σ2

1√
2πσ2

1

+
(ϵ)e−(w)2N/2σ2

2√
2πσ2

2

]
, (5.28)

Using (5.28) and denoting the N-fold convolution of p(w) as PN(w) we can write the

received signal distribution f(t) =
PN (w/R−1

k,k)

|R−1
k,k|

. Substituting the relevant values of N

and the correlation term R−1
k,k, we can generate the theoretical BER curves for a specific

user.
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However, another approximation for the Pe function was shown in [38], the asymptotic

bit error probability for the class of decorrelating detectors for significant processing

gain N → ∞. Using the asymptotic normality condition, the asymptotic probability

is:

Pe = Q

 Ak

v
√

R−1
k,k

 , (5.29)

where Q(t) = 1√
2π

∫∞
t

e−x2/2dx. Then for NR receiving diversity with MRC combin-

ing, the asymptotic probability of error becomes:

Pe = Q


√∑NR

i=1 |Aik|2

v
√

R−1
k,k

 , (5.30)

Now, we discuss the performance of the decorrelating detector by applying a robust

non-linearity given by (5.27), so the received signal distribution due to clipping can be

written as:

p(t)clipped =


αδ(t− µ) , t > µ

sc(t) , −µ < t < µ

αδ(t+ µ), t < −µ

(5.31)

where α = (1 −
∫ µ

−µ
sc(t)dt)/2, and sc(t) is the received signal distribution before

clipping. Again, when filtering the received signal, we have the N-fold convolution of
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the following pdf:

p(t)matched =
√
N
(
p(
√
Nt)clipped + p(−

√
Nt)clipped

)
, (5.32)

And when determining the kth user BER, the R−1
k,k term will be included in the result,

so that the finalized pdf is:

p(t)k =
1

|R−1
k,k|

P (t/R−1
k,k), (5.33)

where P (t) is the N-fold convolution of (5.32). Once again, the probability of error for

the class of decorrelating detectors for large processing gain N → ∞, can be given by

(5.29).

Next, we discuss the performance of the system under the(X and Z) impulsive noise

model given in (5.22), there are two cases for this noise model.

1. When var(np|Yp) = v is the same for all the receive antennas p = 1, . . . , NR.

2. When var(np|Yp) = vp is different for all different receive antennas, but i.i.d, as

described in (5.23).

For BER analysis we will adopt the first case, because the second case requires com-

plex calculations. However, we will demonstrate the performance simulations for

both cases in the next chapter. To determine the average BER, we have to evaluate

the Ev,c[BER(A|v, c)], where BER (A|v, c) is the BER of the system over the chan-
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nel c with noise variance v. The regular BER forms for fading channels over con-

stant variance are known for most diversity combining systems [40]. If BER(A|v) =

Ec[BER(A|v, c)], is the bits in error probability averaged with respect to the random

variable that describe the channel c for a fixed noise variance, then the typical Pb of the

MRC detector under impulsive model is given by:

Pe = Ev,c[BER(A|v, c)] = Ev[BER(A|v)]

=
∞∑

m=0

αmQ

 Ak

(v = σm)
√

R−1
k,k

 , (5.34)

We will bound the probability of error. In (5.34), we represent the specific average BER

for (X and Z) impulsive noise fading channels. However, it is possible to proceed with

(5.34) in order to have a bound, so, we use the average BER of any diversity combining

system with diversity order NR for a fixed noise variance v is limited by [40]:

BER(A|v, c) < Gc(A/v)
−NR , (5.35)

where Gc and NR are known as the coding and diversity gain respectively. Note that

(5.34) is applicable to the performance of any diversity combining approach with dis-

tinct values of Gc and NR related to the various combining systems. Taking into ac-
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count the expectation of both sides in (5.35) and undertaking further processing [40]:

BER(A|v, c) < Gc(A/σ
2)−NR ×

NR∑
i=0

 NR

i

 E[Y i]

Zi(X + 1)i

[
X

X + 1

]NR−i

, (5.36)

Finally, one should note that v in (5.34) may not be the same for all the receiving

antennas, but they are i.i.d random variables as in [43]. In this case, post detection

combining is a robust technique and performs quite well under these circumstances. In

(PDC) the PDC receiver first determines hard decisions presented by sign(R−1y) for

every antenna followed by a second decision using majority combining.
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Chapter 6

SIMULATIONS RESULTS

6.1. VBLAST System

In this section, we show the VBLAST performance in impulsive noise environment

described by Middleton’s class A type ( parameterized by X and Z) with BPSK sig-

nalling in a highly scattered Rayleigh-fading MIMO channel. The performance is de-

scribed by the mean of bits in error in the system (BER). We examine various antenna

options and distinct noise variables. We apply Monte Carlo simulation technique to

confirm the performance evaluation. This simulation displays the overall performance

for different numbers of antenna configurations, and we assume perfect channel knowl-

edge at the receiver. The following simulation settings are used:

• Middleton’s class A type ( parameterized by X and Z).

• BPSK modulation and Rayleigh-fading MIMO channel.

• Perfect channel knowledge at the receiver is assumed.

• The SNR is before the channel combining.

• The impulsive ratio is X = 0.1.
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Figure 6.1. BER versus SNR for (2× 2) MIMO system, impulsive noise with different

values of Z and AWGN, equal variance at each receive antenna, v1 = v2 = ... = vN .

Figure 6.1 depicts the performance of the 2×2 system, the simulation curves represent

the BER at a given SNR. We used equal variance at each receiving antenna, v1 = v2 =

... = vN . The BER curve for AWGN channel is also shown as a reference. The curve

where Z = 1, is very close to the reference AWGN one, that is why it is called near

Gaussian case. When Z approaches 1, the performance inches closer and closer to the

AWGN reference. The less the value of Z is the higher the impulsive noise is.

Figure 6.2 shows the performance of the 2 × 2 system with i.i.d noise variance. As

SNR increases, performance at AWGN case goes to less BER values faster than the

case of highly impulsive noise. In Figure 6.3, 4 × 4 system is shown, the variance at

each receive antenna is i.i.d, and this will cause higher deterioration in the BER.
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Figure 6.2. BER versus SNR for (2× 2) MIMO system, different values of Z,

AWGN, and variancees are i.i.d.
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Figure 6.3. BER versus SNR for (4× 4) MIMO system, different values of Z,

AWGN, and variancees are i.i.d.
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This is due to the fact that when the noise samples are independent at different

receiving antennas, the total power of the noise after combining is higher than that

in the dependent noise sample case. The highly impulsive noise case occurs when

Z = 10−4. In cases with high impulsive noise case, the background noise is decreased,

which explains the low BER at low SNR. When the SNR is high the effect of the

impulsive noise appears, and the BER is deteriorated, this agrees the results in [40].
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Z=0.001
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Z=0.1

Figure 6.4. BER versus SNR for (2× 2) MIMO system, impulsive noise with different

values of Z and 10% channel estimation error, same variance at each receive antenna,

v1 = v2 = ... = vN .

If the channel is not perfectly estimated at the receiver, the VBLAST detection is

heavily deteriorated. This can be easily seen in Figure 6.4 and 6.5, where the error

between the actual channel and the estimated one is 10%.
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Figure 6.5. BER versus SNR for (4× 4) MIMO system, impulsive noise with different

values of Z and 10% channel estimation error, same variance at each receive antenna,

v1 = v2 = ... = vN .

In summary, this section shows the performance of VBLAST under impulsive noise

and channel estimation error. The noise model is characterized by X and Z, and it

has different effects on the system. The effect of this noise at equal variance case

v1 = v2 = . . . = vNR
is lower than that at (vp, p = 1, 2, ..., NR) are i.i.d random

variables. It was shown in [40] that PDC is robust to the impulsive noise, and a future

study would do well to analyze this technique in the VBLAST algorithm.
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6.2. Performance of MIMO CDMA Detectors for Various Channel
Conditions

In this section, we show the simulation results for the proposed robust detection

algorithms. We based on the STDD, RSTDD and RSIC. The following simulation

parameters are used:

• Monte Carlo simulation with 106 bit transmissions, 4 bits each frame.

• Impulsive noise type ( parameterized by ϵ and κ ).

• BPSK and Rayleigh-fading MIMO channel.

• The SNR is before the channel combining.

• Perfect channel knowledge at the receiver is assumed.

• The delay error is less than one chip duration and has a Gaussian distribution

with standard deviation, σ = 0.1Tc.

• Antenna configuration is NT ×NR.

Figure 6.6 depicts the performance of STDD, RSTDD and RSIC detectors under AWGN

channel with different time delay estimation errors. The RSTDD outperforms the

STDD by 5dB at BER of 10−2, the STDD error floors at 15dB, where RSTDD achieves

this output at 10dB. RSIC outperforms both detectors. Increasing the delay deviation

error to 0.5 does not heavily deteriorate RSIC’s performance. RSIC with 0.1 timing

delay error achieves the STDD at perfect time delay estimation. The antenna setting is

2× 2 for all Figures in this section.
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STDD 0.1 timing error
RSTDD 0.1 timing error
RSIC  0.1 timing error
RSIC 0.5 timing error
STDD no timing error

Figure 6.6. BER Performance, 2× 2 MIMO CDMA system, K = 5 users, AWGN channel,

0.1, and 0.5 timing deviation error, near/far ratio=20dB.

The above results assume the perfect estimation of the channel coefficients. Figure

6.7 includes some channel estimation errors, where time delay deviation error is 0.1.

The RSTDD gives the same performance of STDD and there is no BER enhancement

achieved by this detector at this condition. RSIC continues to correctly detect the data

but it needs higher SNR to succeed. Error free channel estimation RSIC performs 10−4

BER at 20dB while we need 10 more dB to get this performance with 0.05 channel

estimation deviation error. At 0.1 channel estimation error the RSIC detector will error

floor at 25dB.

Figure 6.8 shows the performance of the proposed detector which is robust to channel

estimation errors in near/far case. The proposed detector achieves BER of 10−3 at
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Figure 6.7. BER Performance, 2× 2 MIMO CDMA system, K = 5 users, AWGN

with different channel estimation errors, near/far ratio=20dB.
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Figure 6.8. BER Performance, 2× 2 MIMO CDMA system, STDD, K = 5 users,

AWGN with 0.15 channel estimation error, near/far ratio=20dB.

65



0 5 10 15 20 25 30
10

−5

10
−4

10
−3

10
−2

10
−1

10
0

E
b
 /N

o
 [dB]

B
E

R

 

 

STDD 80% correlation
RSTDD 80% correlation
RSIC 0% correlation
RSIC 80% correlation
RSIC 50% correlation
RSIC 50% correlation, K=10

Figure 6.9. BER Performance, 2× 2 MIMO CDMA system, K = 5 users, AWGN with

partially correlated channel coefficients, near/far ratio=20dB.

20dB, the conventional STDD performs 10−2 at this SNR value, where no timing error

problems exist.

Correlated channels have an impact on the performance of the receivers. All of the

previous channel coefficients are assumed to be identically independent distributed.

Figure 6.9 shows the performance deterioration when there is correlation between the

channel coefficients. This correlation is known to destroy the diversity achieved by the

receive antennas in the system.

The simulation curves discussed so far assume the AWGN channel. We present the

simulation results to demonstrate the performance of the decorrelating detector and
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Figure 6.10. BER versus SNR for the DD and RDD, 2× 2 MIMO CDMA system, with

N = 31, K = 6 for various values of MSE and all users have the same power.

the proposed robust detector. We consider a MIMO CDMA system with K = 6 users.

We first demonstrate the performance degradation of the linear multiuser decorrelating

detector in different channel estimation errors. In [60], the channel coefficient mean

square error is defined as:

MSE = E{|cn,p − ĉn,p|2}, (6.1)

where E{.} denotes expectation.

Figure 6.10 depicts the performance of the decorrelating detector and the robust detec-

tor for different channel estimation errors. A curve with perfect channel estimation is

67



0 5 10 15 20
10

−4

10
−3

10
−2

10
−1

10
0

E
b
 /N

o
 [dB]

B
E

R

DD, MSE=8%

DD, MSE=15%

DD, MSE=30%

RDD, MSE=30%

RDD, MSE=15%

RDD, MSE=8%

DD, MSE=0

Figure 6.11. BER versus SNR for the DD and the RDD in impulsive noise, 2× 2 MIMO

CDMA system, with N = 31, K = 6, ϵ = 0.1, κ = 1000 for various values of MSE and all

users have the same power.

included as a reference. We plot the average bit error rate versus the signal-to-noise

ratio under perfect power control. At MSE = 30%, the DD error approximately satu-

rates at 15dB and the RDD outperforms the DD by 10dB at BER ≈ 3×10−2. For lower

channel errors (15% and 8%), the RDD continues to outperform the DD significantly,

and it approaches the performance of the ideal (perfect channel estimation) case.

Figure 6.11 shows the performance of the detectors under the impulsive noise chan-

nel, where the impulsive channel parameters are ϵ = 0.1, κ = 1000. This repre-

sents a severely impulsive channel. We show the performance of the system where

the threshold value µ for the robust non-linearity is adjusted to minimize the BER.
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Figure 6.12. BER versus SNR of user 1 for the DD and the RDD, 2× 2 MIMO CDMA

system, with N = 31, K = 6, MSE = 4%. The power is geometrically distributed.

At MSE = 8%, the RDD outperforms the DD by 5dB, which is due to the reduced

outliers of the impulsive noise process.

The next set of simulations demonstrate the performance gains achieved by the robust

decorrelating detector over the linear decorrelator in a near/far scenario. The channel

error is set at MSE = 4%, and the near/far ratio is defined as the power ratio of the

strongest interferer to that of user 1. In this case, the second user is 2dB above the first

user, the third user is 2dB above the second one, and so on, so the last user (user 6) is

10dB above the first one. The bit error rate of user 1 versus SNR for the two detectors

is plotted in Figure 6.12. The RDD outperforms the DD by about 5dB at a BER of

2× 10−3.
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In conclusion, this part of the thesis shows the superior performance of the RDD over

the DD, for different channel estimation errors, timing errors, noise distribution and

at near/far scenario. RDD compensates the fading coefficient approximation errors by

modifying the channel matrix in the process. Manipulating and modifying the spread-

ing matrix negates the timing errors. Eventually, it goes over the impulsive components

of the noise and trims them by using a clipper to cut down the impulsive consequences.

The suggested RDD could possibly be utilized to enhance system capacity, particularly

in unfavourable channel situations which are inherent in mobile channel.

6.3. MRC and PDC SIC Robust Detector

In this section we show the performance and analytical results. The simulations show

the performance for adverse conditions, and under near/far case. The spreading Gold

code length is N = 31. We assume synchronous CDMA transmission and ideal chan-

nel knowledge at the receiver. We denote the MRC SIC by MSIC, and the PDC SIC

by PSIC in the simulation Figures. The following simulation parameters are used:

• Monte Carlo simulation with 106 bit transmissions, 4 bits each frame.

• Impulsive noise type ( parameterized by X = 0.1 and Z ).

• BPSK and Rayleigh-fading MIMO channel.

• The SNR is before the channel combining.

• Perfect channel knowledge at the receiver is assumed.

• No timing mismatch or channel errors in the system.

• Antenna configuration is 1×NR (Diversity reception).
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Figure 6.13. BER versus SNR for (1× 1) CDMA system (analytical and simulations),

N = 31, K = 15. Different values of Z and AWGN.

Figure 6.13 depicts the BER versus SNR performance for SISO system, where only

MSIC is performance is simulated. The performance is shown for 15 users and all

users’ power are equal. The simulation curves validate the analytical ones. The BER

curve for AWGN channel is also shown as a reference. The ratio of the background

Gaussian noise to the impulsive one is X = 0.1 for all the Figures in this section. Dif-

ferent noise parameters are used, near Gaussian channel Z = 1, and highly impulsive

channel Z = 0.0001 are used.

Figure 6.14 shows the BER versus SNR performance for a 1 × 3 and MSIC and

PDC detection methods are used. Equal variance at each receiving antenna is assumed.

For 1 × 3 system, the MSIC outperforms the PSIC detector. Obviously higher values
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Figure 6.14. BER versus SNR for (1× 3) CDMA system (analytical and simulations),

N = 31, K = 15. Different values of Z and AWGN. Equal variances.

of NR improve the BER system performance. For 1×3 system, the MSIC outperforms

the PSIC detector, later we demonstrate when PSIC is better than MSIC.

Figure 6.15 displays the BER versus SNR simulation curves and MSIC analytical up-

per bound for a 1× 2 system (i.i.d variances). In this case, the MSIC outperforms the

PSIC. The bounds will serve as an indicator for the worst BER. Figure 6.16 shows the

BER versus SNR simulation curves and PSIC analytical bound for a 1×3 system (i.i.d

variances). The bounds are plotted, hence we need tedious derivations for getting the

exact expression for the BER at i.i.d variances. The overall BER is improved due to

diversity order increasing and the MSIC outperforms the PSIC.
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Figure 6.15. BER versus SNR for (1× 2) CDMA system using MSIC and PSIC

(analytical bounds and simulations), N = 31, K = 15. Different values of Z.

Variances are i.i.d.
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Figure 6.16. BER versus SNR for (1× 3) CDMA system using MSIC and PSIC

(analytical bounds and simulations), N = 31, K = 15. Different values of Z.

Variances are i.i.d.
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Figure 6.17. BER versus SNR for (1× 4) CDMA system using MSIC and PSIC

(simulations), N = 31, K = 15. Different values of Z. Variances are i.i.d.

Figure 6.17 demonstrates the BER versus SNR simulation results for a 1 × 4 system

(i.i.d variances). Now the outperforming technique will not be the MSIC as in the

previous Figures, the PSIC outperforms the MSIC, particularly, when increasing the

SNR values. Figure 6.18 shows the BER versus SNR simulations and PSIC bound

for a 1 × 5 system (i.i.d variances). We again notice the superior performance of the

PSIC in this Figure. This gives an insight to choose the PSIC detection as the robust

detection when having i.i.d variances. The MSIC is error flooring after −4dB and show

negligible improvement in the higher SNR range. On the other hand, The PSIC gives

a substantial performance over the MSIC at high SNR values.
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Figure 6.18. BER versus SNR for (1× 5) CDMA system using MSIC and PSIC (analytical

bounds and simulations), N = 31, K = 15, Different values of Z. Variances are i.i.d.

The following Conclusion can be drawn, the PSIC outperforms the MSIC detector

when NR ≥ 4 at high impulsive noise case, i.e when Z = 0.0001 , otherwise, the MSIC

gives a substantial performance over the PSIC when NR < 4, or when the channel is

near Gaussian Z = 1 for any value of NR.

Finally, we depict the performance of both detectors in a near/far scenario in Figures

6.19 and 6.20, for a 1×2 and a 1×5 system respectively. The near/far effect is defined

to be the ratio of the maximum power to the weakest user power (desired user), and set

to be 20dB, the number of users is 5 and all the other users are 20dB above the weakest

user. The simulations are done for 1× 2 and 1× 5 systems, for different Z values and

the BER curve is plotted for the desired user.
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Figure 6.19. BER versus SNR for (1× 2) CDMA system under 20dB near/far

scenario, using MSIC and PSIC, (BER of the desired user), N = 31, K = 5.

Different values of Z. Equal variances.
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Figure 6.20. BER versus SNR for (1× 5) CDMA system under 20dB near/far

scenario, using MSIC and PSIC, (BER of the desired user), N = 31, K = 5.

Different values of Z. Variances are i.i.d.
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We expect that the MSIC will outperform the PSIC for a 1 × 2, and the PSIC will

overtake the MSIC for a 1×5. This was concluded form the previous simulations. Fig-

ures 6.19 and 6.20 demonstrate the BER performance, on observation of these Figures,

our expectations are confirmed.

In summary, throughout this section, the performance of low complexity SIC detec-

tor under impulsive noise is studied, two diversity reception methods were considered,

namely MRC SIC and PDC SIC. The section pointed out the cases where each detector

outperforms the other. We stated a clear derivations with perfect agreement of simu-

lations. Bounds were depicted for both detectors. This part of the thesis will provide

a benchmark for the study of SIC algorithm in multi antenna systems with impulsive

noise. Future work may extend this research to frequency selective and multipath fad-

ing scenarios, coding systems and multicarrier communications.

6.4. DD and RDD

In this section, we show the simulation results of the DD and the proposed RDD. We

depict the BER curves using simulations and analytical derivation that we derived. We

also show that the propped RDD outperforms the DD in impulsive channels. The sim-

ulations are done for 107 bit transmissions, where the transmissions are done for 4 bit

size frames (M = 4), K = 5 users, and different antenna configurations. The complex

channel coefficients are assumed to be known and normalized to unity at the receiver,

hence we are more interested to show the effect of the noise model. The spreading

code length is N = 31 and all the users have the same power. The Eb/No is defined

to be the signal-to-noise ratio at every receiving branch. Performance studies have

been carried out both theoretically and experimentally. The abbreviations (Theo) and
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(Sim) are used to designate theoretical and simulated curves. The following simulation

parameters are used:

• Monte Carlo simulation with 107 bit transmissions, 4 bits each frame.

• Two Impulsive noise types ( parameterized by X = 0.1, Z, ϵ, and κ).

• BPSK and Rayleigh-fading MIMO channel.

• The SNR is before the channel combining.

• Perfect channel knowledge at the receiver is assumed and normalized to unity at

the receiving end.

• No timing mismatch or channel errors in the system.

• Antenna configuration is 1×NR (Diversity reception).

Figure 6.21 depicts the BER versus SNR simulation and theoretical curves of the per-

formance of the decorrelating detector, under unconstraint (fixed variance method [38])

in a 1×1 system. The constraint condition (varying ϵ and κ without keeping fixed total

variance) is shown in Figure 6.22. The simulation is done for different values of ϵ and

κ, and the antenna system is NT ×NR = 1× 1. Based on the analysis and derivations

in the previous chapter, these simulations are plotted.

It is clear that the impulsive noise degrades system performance. For example, in

Figure 6.22, the curve where ϵ = 0.01 and κ = 1000 has a 6dB difference with the

AWGN curve at a BER of 2× 10−3. Usually, the constraint model is used.

78



0 2 4 6 8 10 12 14
10

−3

10
−2

10
−1

10
0

E
b
 /N

o
 [db]

B
E

R

Theo, ε =0.01 , κ =1000

Sim, ε =0.01 , κ =1000

 Theo, ε =0.01 , κ =100

 Sim, ε =0.01 , κ =100

Theo, ε =0.1 , κ =1000

Sim, ε =0.1 , κ =1000

Theo,  ε =0.1 , κ =100

Sim,  ε =0.1 , κ =100

Figure 6.21. BER versus SNR for constraint (1× 1) CDMA system using DD,

impulsive noise with N = 31, K = 5, different values of ϵ and κ.
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Figure 6.22. BER versus SNR for non-constraint (1× 1) CDMA system using DD,

impulsive noise with N = 31, K = 5, different values of ϵ and κ.
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However, we provide one simulation for the non-constraint case to show its behav-

ior as in Figure 6.21, and adopt the constraint strategy for all consequent simulations.

Next we will see the diversity effect on the system. Figure 6.23, shows the 1×2 system

performance where the simulation curves do not have a large variation at different

noise parameter values. Increasing the receive diversity to 1 × 3 system will decrease

the error as Figure 6.24 depicts.

Finally, Figure 6.25 displays the fourth order receive diversity system. It shows the

significant increase in the system’s performance, at higher receive diversity order.
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Figure 6.23. BER versus SNR for (1× 2) CDMA system (theoretical and simulations) using

DD, impulsive noise with N = 31, K = 5, constraint system, different values of ϵ and κ.
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Figure 6.24. BER versus SNR for (1× 3) CDMA system (theoretical and

simulations) using DD, impulsive noise with N = 31, K = 5, constraint system,

different values of ϵ and κ.
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Figure 6.25. BER versus SNR for (1× 4) CDMA system (theoretical and

simulations) using DD, impulsive noise with N = 31, K = 5, constraint system,

different values of ϵ and κ.
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At high SNR the simulation curves variations begin to increase at different ϵ and

κ. We should note that the SNR is defined to be the SNR at each receiving branch.

Theoretical and simulations curves may have a certain degree of difference, that is due

to the sample noise variance distribution as in [38]. Asymptotically, the linear decorre-

lating detector performance is absolutely identified by the noise variance independent

of the noise pdf. On the other hand, the noise distribution does considerably influence

the finite sample performance of the decorrelating detector.
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Figure 6.26. BER versus SNR for (1× 4) CDMA system using RDD , impulsive noise with

N = 31, K = 5, constraint system, different values of ϵ and κ.

We use a robust non-linearity at each receiving branch, and we gain a good perfor-

mance, as shown in Figure 6.26. RDD outperforms DD by trimming the impulsive

effects. For example, when ϵ = 0.01 and κ = 100, the BER at 4 dB for the DD (no
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clipping) is 2× 10−3, but the BER for the RDD ( with clipping) is 5× 10−4.
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Figure 6.27. BER versus SNR for (1× 1) CDMA system (theoretical and simulations)

using DD , impulsive noise with N = 31, K = 5, different values of X and Z.

Now, we will discuss the performance of the CDMA system under the impulsive noise

model that is parameterized by Z and X . First we discuss the 1 × 1 antenna system.

Figure 6.27 shows the performance of the system in the near Gaussian noise case where

Z = 1 and highly impulsive case where Z = 0.0001. The theoretical curves reveal the

simulated results with the help of the analytical steps from the previous chapter.

In Figure 6.28, we show the performance of a 1 × 2 CDMA system, where MRC

reception is considered. The simulation curves match the analytical ones when the

single poisson random variable (vp, p = 1, 2, . . . , NR) is assumed to be equal at all the
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Figure 6.28. BER versus SNR for (1× 2) CDMA system (theoretical and simulations) using

DD , impulsive noise with N = 31, K = 5, different values of X and Z. (vp, p = 1, 2) are

assumed to be equal.

receiving antennas, i.e, v1 = v2 = . . . = vNR
. However, if the random variable (vp) is

different at every receiving antenna, MRC is not outperforming.

The BER changes and decreases while increasing the number of the receiving antennas

due to diversity as shown in Figure 6.29. For example, for X = 0.1 and Z = 1, at a

BER of 10−2, it needs 5.5dB for a 1× 2 system, and 4.5dB for a 1× 3. When moving

to different values of the noise parameters (X = 0.1 and Z = 0.01), BER of 4× 10−2

requires 0dB for a 1 × 2 system, and −5dB for a 1 × 3. It is known that the MRC is

outperforming when the noise variances are dependent. However, if the variances are

i.i.d, then the PDC is a better combining scheme. This can be explained by the diversity
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Figure 6.29. BER versus SNR for (1× 3) CDMA system (theoretical and simulations) using

DD , impulsive noise with N = 31, K = 5, different values of X and Z. (vp, p = 1, 2, 3) are

assumed to be equal.

gain. The MRC has higher diversity gain when the number of receiving branches is

less than four. At that case, the PDC has less diversity gain, consequently, it has worse

performance. When the number of receiving branches is getting more than four, the

PDC will start to gain some diversity order, consequently, it will outperform the MRC

scheme. This is verified through the simulation of Figure 6.30 which depicts the result

of a 1 × 4 system, where the conditional variances (vp, p = 1, 2, ..., NR) are assumed

to be i.i.d random variables. In this case PDC simulation shows that its more robust

under this noise case. At X = 0.1 and Z = 0.01 the PDC case outperforms the MRC

method by 10dB at BER of 10−2. Another case where X = 0.1 and Z = 0.1 also has
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Figure 6.30. (PDC versus MRC) BER versus SNR for (1× 4) CDMA system (simulations)

using DD , impulsive noise with N = 31, K = 5, different values of X and Z. (vp,

p = 1, 2, 3, 4) are assumed to be i.i.d random variables.

10dB difference toward the PDC side. Finally, when X = 0.1 and Z = 0.001, the

MRC receiving technique error floors near −5dB for a BER of 10−3, and PDC gets a

BER of 10−5 at 0dB, and decreases slowly after that point. Note that we normalized

the fading coefficient in all the simulated graphs and focused on the noise effect.
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Chapter 7

CONCLUSIONS AND FUTURE WORK

7.1. Conclusions

In this thesis, we investigated the performance gain of the RDD over the DD for differ-

ent channel estimation errors, timing errors, noise distributions, and near/far scenarios.

RDD compensates the fading coefficient approximation errors by modifying the chan-

nel matrix in the process. Manipulating and modifying the spreading matrix eliminates

the timing errors, Eventually, RDD goes over the impulsive components of the noise

and trims them by using a clipper to diminish the impulsive consequences. This new

RDD could possibly be applied to enhance system capacity, particularly in unfavorable

channel situations which are inherent in mobile channels. We also discussed the per-

formance of V-BLAST under impulsive noise and channel estimation error. The noise

model characterized by X and Z, and it has a different effect on the system, the effect

of this noise at equal variance case v1 = v2 = . . . = vNR
is lower than that at (vp,

p = 1, 2, ..., NR) are i.i.d random variables.

We proposed a robust low complexity SIC detector under impulsive noise. We consider

two diversity reception methods, namely MRC SIC, and PDC SIC. The work points the

cases where each detector is outperforming the other one. We derived novel analytical

results and verified them by simulations. Performance bounds were also derived and
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depicted for both detectors. The performance of the system under power imbalance is

also shown. The research done provides a detailed study of a SIC algorithm in multi

antenna systems with impulsive noise. We found that each detector outperforms the

other depending on certain conditions such as; the strength of the impulsive noise, the

noise variance at each receiving antenna (i.i.d or not), and the number of receiving

antennas (NR). We conclude that:

• MSIC outperforms the PSIC when the noise variance is equal at each receiving

branch regardless of the value of Z or NR.

• If the noise variance at each receiving branch is i.i.d, then we observe these

cases:

1. MSIC outperforms the PSIC for near gaussian case (i.e Z = 1), regardless

of the value of NR.

2. MSIC outperforms PSIC for highly impulsive case (i.e Z = 0.0001) if

NR ≤ 3.

3. PSIC outperforms MSIC for highly impulsive case if NR ≥ 4.

We also investigated the performance of the decorrelating detector under impulsive

noise using two noise models, and analyzed them discretely. The first noise model

is two densities gaussian mixture model parameterized by ϵ and κ. The effect of this

noise was investigated and a RDD is employed to overcome the impulsive effects. The

second noise model has infinite expansion of gaussian densities, and characterized by

X and Z, it has a different effect on the system. MRC is a technique to get low BER
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(at equal variance case v1 = v2 = . . . = vNR
), and the robust technique for this

case is PDC. We realized from the simulations that PDC performs quite well when the

variance at each receive antenna is not equal, (vp, p = 1, 2, ..., NR) but assumed to be

i.i.d random variable.

We have discussed the complexity issues in MSIC and PSIC. The complexity of these

detectors is a very important aspect, hence we require fast processing communication

devices that handle the high data rate transmission. We can also conclude that MSIC

is a good downlink choice, because the antenna spacing would be close, and MSIC

outperforms in these conditions. On the other hand, we should use the PSIC for the

uplink side, hence the antenna spacing would be high enough that the noise variances

are i.i.d and the PSIC is outperforming under this scenario.

7.2. Future Work

Orthogonal frequency-division multiplexing is a common method for high-data-rate

communication. OFDM may be bundled with multiple antennas at both the access

point and the mobile terminal to improve diversity gain and/or enhance system capac-

ity. Indeed, it is a standard for the recent MIMO CDMA. Future work would continue

this research to investigate the performance of MIMO OFDM CDMA system, espe-

cially, the peak to average power ratio problem, which is common in OFDM system,

these peaks together with the impulsive peaks could be a fascinating research area.

Another key challenge facing MIMO technology in 3G cellular networks is the

sensitivity of MIMO receivers to interference. Since cellular systems are inherently

interference-limited. In addition to inter antenna and intra antenna interference, we
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have the MAI in CDMA, and CDMA capacity is interference limited as well. Studying

and investigating the interference in MIMO CDMA from all the sources (CDMA, and

MIMO antennas) would also be a good future work. It is also important to investigate

the Wide-bande CDMA with MIMO system, hence it is closer to the real and practical

scenarios. The research could be also extended to:

• Frequency selective and multipath fading channels.

• Coding systems and multicarrier communications.

• Analysis of channel estimation errors on MIMO OFDM CDMA.
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