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ABSTRACT

A hyper-spectral image can be corrupted by noise during the transmission process.
The noise does not have positive effect on the image, so it is essential to discard the
noise before performing analysis to improve the quality of an image. Noise removal
iIs among the important and challenging works for scientists and researchers in the
field of image processing. The main objective of noise removal is to enhance the
visual quality of the noisy using de-noising techniques. That is why researchers try to

discard the noise before they perform further analysis.

The main focus of the thesis is removing noise from hyper-spectral remote sensing
images. Image de-nosing helps us improve the quality of the image, so we are able to
analyze the image properly. In this thesis, we use 2D and 3D-DWT combined with
hard and soft thresholding for de-noising hyper-spectral images. De-noising based on
DWT introduces weakness such as lack of translation invariance. That is why; we
suggest using Un-decimated Wavelet Transform (UWT) which discards the
mentioned problem. Additionally, 2D and 3D-UWT with soft and hard thresholding

functions were used as part of the proposed de-noising techniques.

Finally we propose to use a new method for image de-noising in wavelet domain
based on applying a smooth nonlinear soft threshold function on Un-decimated
Wavelet Transform. This higher order threshold function is known as the improved
soft thresholding function. Here we combined this function with 2D and 3D-UWT.
Comparing the performance analysis between 2D-UWT and 3D-UWT using

improved soft threshold function shows that 3D version outperforms 2D in terms of



PSNR value and visual quality. This technique provides us with higher quality and
improvement in PSNR value in comparison with several other methods available for
de-noising. The proposed method achieves PSNR improvement by 2.12 dB for band
25 of Indian Pine, 1.29 dB for Cuprite Mining District image, 1.46 dB for Arizona
Mining and 1.17dB for Golf of Mexico over de-noising based on 3D-UWT with

standard soft thresholding technique.

Keywords: Hyperspectral image de-noising, wavelet transform, hard and soft

thresholding.



Oz

Hiper-spektral bir goriintii, iletim islemi sirasinda giiriiltii ile bozulabilir. Giiriiltiiniin
goriintii lizerinde olumlu etkisi yoktur; bu nedenle, bir gériintliniin kalitesini artirmak
icin analiz gerceklestirmeden Once giirtiltiiyli atmaniz 6nemlidir. Giriiltii giderme,
goriintii isleme alaninda bilimadamlar1 ve arastirmacilar i¢in 6nemli ve zorlu
caligmalar arasindadir. Gliriiltiiniin ortadan kaldirilmasimin asil amaci, giirtilti
azaltma teknikleri kullanarak giirtiltiiniin gorsel kalitesini arttirmaktir. Genellikle,

aragtirmacilar daha fazla analiz yapmadan once giiriiltiiyli atmaya calisirlar.

Bu tezin ana odagi hiper-spektral uzaktan algilama goriintiilerinden gelen giiriiltiiniin
giderilmesidir. Imge giiriiltii giderme islemi goriintiiniin kalitesini artirmamiza ve
sonrasinda goriintiileri dogru analiz edebilmemize yardimei olur. Bu tezde, 2D ve
3D-DWT'yi, hiper-spektral goriintiilerin giiriiltiisiizlestirilmesi igin sert ve yumusak
esikleme isleminde birlikte edilerek kullaniyoruz. DWT'ye dayanan giiriiltii 6nleme,
kaydirma degismezlik 6zelliginin olmamasi gibi zayifliklar ortaya ¢ikarmaktadir. Bu
yiizden; bahsedilen problemi ortadan kaldiran kirimsiz dalgacik dontistimii (UWT)
kullanmay1 oneriyoruz. Ayrica, Onerilen giiriiltii azaltma tekniklerinin bir parcasi

olarak yumusak ve sert esikleme islevlerine sahip 2D ve 3D-UWT kullanilmistir.

Son olarak, kirimsiz dalgacik doniistimii (UWT) {izerinde piiriizsiiz bir dogrusal
olmayan yumusak esik fonksiyonu uygulanmasina dayanan dalgacik alaninda
goriintii soniimlemesi i¢in yeni bir yontem kullanmayi Oneriyoruz. Bu yiiksek
dereceden esik fonksiyonu gelismis yumusak esik fonksiyonu olarak bilinir.

Gelistirilmis yumusak esik fonksiyonunu kullanarak 2D-UWT ve 3D-UWT



arasindaki performans analizinin karsilastirilmasi, 3D versiyonun PSNR degeri ve
gorsel kalite bakimindan 2D'den daha iyi performans gosterdigini gosterir. Bu teknik,
gurdltti azaltma icin kullanilabilecek alternatif yontemlerle karsilastirildiginda,
PSNR degerinde daha yiiksek kalite ve iyilesme saglanmaktadir. Onerilen yontem,
standart yumusak esikleme teknigi ile 3D-UWT'ye dayanan de-noising Uzerinde
Indian Pine 25 bandi i¢in 2.12 dB, Cuprite Madencilik Bolgesi goriintiisii i¢in 1.29
dB, Arizona Madencilik i¢in 1.46 dB ve Golf Golf i¢in 1.17dB PSNR iyilestirmesine

ulagmaktadir.

Anahtar Kelimeler: Hiperspektral giiriiltii ¢ikarimi, dalgacik doniisiimii, sert ve

yumusak esikleme.
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Chapter 1

INTRODUCTION

1.1 Introduction

While capability of digital imaging and spectroscopy (creation and observation of
colors of a spectrum through a spectroscope) join together, hyper-spectral imaging
will be obtained [1]. In hyper-spectral imaging, all data can be advanced upon the
electromagnetic spectrum [2]. In addition, each pixel in the image includes a
continuous spectrum which is because of obtaining the light intensity for a wide
variety of contiguous spectral bands [1]. Different types of sensors like AVIRIS
(Airborne Visible / Infrared Imaging Spectrometer) and ROSIS (Reflective Optics

System Imaging Spectrometer) are very useful to capture hyper-spectral images.

Human beings can see objects having wavelength of 400-700 nm (between infrared
and ultraviolet) in three bands (red, green and blue) [3] but spectral imaging
apportion the spectrum into many bands, which definitely can be extended beyond

the visible, so this kind of imaging contains a wide domain of wavelength.

These types of images include spectral/spatial data. Some of these spectral bands
may be affected by noise during their acquisition and transmission process, SO
removing noise from these corrupted bands is kind of important works in image
processing. Nowadays, de-noising with wavelet transform is a method which many

of researchers are focusing on it by choosing the proper threshold value to remove



noisy coefficients from cited images to have a clean version of image [4]. De-noising
provides us with a reconstructed image which lots of most important information
have retained. That is why de-noising is one of the most important tasks in image
processing.

1.2 Problem Definition

1.2.1 Additive White Gaussian Noise (AWGN) in Hyper-spectral Images

Noise is defined as the deviation of image resolution which is usually random and
does not have any specific pattern. This noise can contaminate the resolution of
image which results in diminishing the visual inspection. It can be obtained by
sensor, digital camera, scanner and bad environment conditions (snow and rain) [5].
When our image is corrupted by noise, we can see many dots in our image which it
means that the resolution of our image is decreased, moreover; some important
features will be lost and as a result, we will have an image with low resolution.
According to low resolution of noisy image, de-noising method is needed to retain
some of those important features to increase the resolution of image. Different noise
models are as the following: Gaussian Noise, Salt and Pepper noise, Peckle Noise,
Periodic Noise, Quantization Noise, Poison Noise, Gamma Noise and Rayleigh
Noise [6]. Here AWGN is used in this thesis. Presence of this type of noise results in
influencing or contamination of each pixel of an image. The general idea and
formula is mentioned in (1.2) properly.

1.2.2 Effect of Noise on Images

An Image can be influenced by noise while sending and receiving process. This
noise can be as White Gaussian Additive Noise corrupting images in the mentioned

phases. Unfortunately, these effects can influence the resolution of image and reduce



its performance. It is clearly proof enough that the resolution of original image has

declined due to presence of noise.

Following formula shows the affecting of noise on original image:

g, y)=fxy)*h(x,g)+nxy) 1<(xy)<n (L1

Where g(x,y) is our image influenced by noise, f(x,y) is original image, h(x,y) is
degradation function which can be ignored and then we can write the above formula

as:

gxy) =fxy)+nxy) 1<(xy)<n (1.2)

where n(x,y)~N(0, 0%) is Additive White Gaussian Noise with zero mean and
variance o2 [7].

1.2.3 Noise Removal in Hyper-spectral Images

In terms of hyper-spectral images, noise repression is kind of very important works.
Hyper-spectral image acquisition and transmission process may be accompanied by
high occurrence of noise, so target detection, classification and segmentation will be
highly influenced by noise [8]. A plus point is that, analyzing these images cannot be

properly done except by some types of noise removal techniques.

Wavelet domain image de-noising is one of the common methods for noise
removing. De-noising using wavelet transform requires some threshold value to
discard those types of coefficients which are not important (noisy wavelet
coefficients) and keep crucial coefficients which hold important features of image
[9]. This step is followed by determining threshold function which soft and hard

thresholding functions are the most common functions we can use. Here improved

3



soft threshold function is proposed in this thesis to enhance the resolution and

increase the amount of PSNR in comparison with other techniques.
1.3 Wavelet Transform Based Noise Removal

The main purpose of wavelet de-noising technique is to get a reconstructed image
from noisy level. Here proper threshold value is needed to discard small coefficients
which are considered as noisy coefficients and keep large coefficients which hold
main features of our image [9],[10]. Plenty methods have introduced for de-noising
images based on wavelet transform. Demir and Ertrk proposed a method to de-noise
hyper-spectral images band by band [11]. Another method is based on spectral
domain noise reduction [12]. In [13] Chen and Qian used principal component
analysis and shrinkage technique for de-noising this type of image. Donoho and
Johnstone in [14] introduced an algorithm to de-noise hyper-spectral images in
spatial domain. Lewen Dong in [10] proposed adaptive de-noising based on
thresholding technique. In [15] efficiency of wavelet coefficients thresholding is
introduced as a method to de-noise images. In [16] Zhang proposed cubic total
variation (CTV) for hyper-spectral image de-noising. Framelet transform using
normal shrinkage is proposed as well to de-noise hyper-spectral images [17]. In [18]
Zhang proposed hyper spectral image de-noising based on neural network thresholding
technique. In addition, Sahraeian used improved thresholding neural network to remove
noise from images. In this thesis, un-decimated wavelet transform combined with
improved soft thresholding is proposed to reconstruct the noisy bands in hyper-
spectral images.

1.3.1 Thesis Objective

The most important purpose of a good method in image de-noising is to discard noise

from image almost completely and enhance the visual resolution properly. The



objective of this thesis is to apply improved soft threshold on Un-decimated Wavelet
Transform (UWT) to get reconstructed image from its noisy version. This method is
proposed to decrease the presence of noise in image and improve the quality in terms
of PSNR as maximum as possible.

1.3.2 Thesis Contributions

There are three main contributions in this thesis. The first one is applying Discrete
Wavelet Transform (DWT) for both 2D and 3D version on image using hard and soft
thresholding to observe and compare the results. The second contribution is to apply
Un-decimated Wavelet Transform (UWT) for 2D and 3D versions for both hard and
soft thresholding again and then compare the result of analysis to determine the best
method according to the PSNR value among the methods mentioned above and
finally the third contribution is to apply improved soft thresholding on that wavelet
transform which has extracted from second contribution and it is expected that the
combination of improved wavelet transform as proposed method with 3D-UWT

gives the best quality in both the resolution and the amount of PSNR.
1.4 Thesis Overview

In chapter one, general information about hyper-spectral images and de-noising
techniques has been introduced. In chapter two, 2D and 3D-DWT have been worked
for both soft and hard thresholding. In chapter three, database, noise model and
calculation of PSNR are discussed. Proceeding chapter is about experimental results
and discussions. In addition, according to lack of translation invariance property in
DWT it is preferred to use UWT as a translation invariant WT, so we worked on 2D
and 3D-UWT in this chapter as well for both soft and hard thresholding techniques

and finally improved soft thresholding has applied to 3D-UWT for soft thresholding



as a proposed method to increase the resolution of image and enhance the amount of

PSNR. Finally, we allocated chapter five for conclusion and future work.



Chapter 2

DISCRETE WAVELET TRANSFORM FOR DE-

NOISING

2.1 Introduction

Image corruption with unwanted noise is kind of common problem, so proper image
analyzing and improving the quality will not be possible until we remove these
noises from images [19]. The aim of de-noising is to remove noise from image to
provide us with an image which is much more distinguishable and this will result in
retaining most important features and characteristics of image. Hyper-spectral
images are made up of spectral/spatial band. There are some corrupted bands

between these spectral data, so de-noising these corrupted bands is very significant

[4].

Wavelet Transform is a worldwide technique which is very useful in Chemistry,
Physics, Applied Science and Engineering. In signal and image processing, it is an
appropriate method in de-noising, signal and image analysis and data compression.
During acquisition and transition process, an image can be contaminated by noise
[20]. Discrete Wavelet Transform (DWT) has become a popular method in terms of
image de-noising recently to distinguish image from its noisy version. This wavelet
transform can also be joined with thresholding to work on wavelet coefficients

before reconstruction process [19].



2.2 Discrete Wavelet Transform

Foundation of DWT goes back to 1976 while Croiser, Esteban and Galand were
working on a technique to decompose discrete time signal. Their work followed by
some unique innovation like sub-band coding and pyramidal coding which is famous
as multi-resolution analysis. Discrete wavelet transform is not translation invariant. It
means that, translated version and original signal is not same in DWT. This wavelet
transform, provide adequate information for analyzing and synthesis original image

in a short time [21].

In Figure 2.1 a general block diagram of DWT is given. In this diagram, an original
signal x can pass among a half band low pass filter with impulse response g. This
signal also pass through half band high pass filter h. This decomposing results in
detail and approximation coefficients (2.1). Passing signal among low pass filter,

provides us with discarding all high frequencies.

g{n) \1_,2 Approximation
L Coefficients

x(n hin Detail
{ ) { ) \1’2 Coefficients

Figure 2.1: Block Diagram of Low Pass and High Pass Filter Analysis [21].

gm) =@+ =Y, ___ x(k)gn—k) (2.1)

Figure 2.2 shows three level of decomposition for DWT. In this figure, when signal
passed the half band low pass filter, we remove other half sample based on Nyquist’s
rule. Whenever we want every half to be removed, the signal will be subsampled by

2. It means that, subsampling will double the scale but low pass filtering does not

8



change the scale. By filtering (low pass filter), half of the frequencies will be
discarded, so we do not have half of the information. To make it clear, the resolution
will be halved after doing low pass filter (level one). According to what is said
above, the resolution and scale are dependent to filtering and up-sampling,

respectively.

To continue the process, in level two, the output of the low pass filter g(n) shown in
Figure 2.1 which has subsampled by 2 will pass among high pass and low pass filter
again with half of the previous cutoff frequencies [21]. In level three, we will have
the same process as we saw in level one and two. In this wavelet transform,

coefficients (approximation and details) will be down-sampled at each level.

gm) =Y, ___ x(k)g2n—k) (2.2)

h) =Y. x(k)h(2n—k) (2.3)

X{n)

h(n)

—

g

Figure 2.2: Three Level of Decomposition for DWT [22].

Coefficients

gln)
2 1 h{n) 2 Level 3
A e 12 a
Coefficients
— Level 2
n) HIE hin) |2 |
B Coefficients
Levell




2.2.1 2D-Discrete Wavelet Transform

Figure below shows 2D-DWT for one level of decomposition which is result of
applying 1D-DWT on both rows and columns. As a result, we will get four sub
images which three of them contain high frequencies called HH, LH and HL and one

of them contains low frequency called LL.

J L x\'pz LL
1 1|

] o

1 -1 e
[0 e 2 B S RS

|\L2| HH

Figure 2.3: First Level Decomposition for 2D Discrete Wavelet Transform [23].

2D-DWT allows an image to cross among low pass and high pass filter. Figure 2.4
shows the process of three level of decomposition for 2D-DWT. It is clear that the
higher level of decompositions take place in LL sub-band. In Figure 2.4 (a) we see
one level of decomposition for 2D-DWT, in (b) we see two level of decomposition

for 2D-DWT and in (c) we see three level of decomposition for 2D-DWT.
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LL HL HL HL

LH HH LH HH

Figure 2.4: (a) One, (b) Two and (c) Three Level of Decomposition for 2D-
DWT [22], [24].

2.2.2 3D-Discrete Wavelet Transform

3D-DWT s result of applying 1D-DWT on x (rows), y (columns) and z (spectral)
directions. This wavelet transform will give 8 sub-images called
LLL,LLH,LHL,LHH,HLLHLH,HHL,HHH which is shown in Figure 2.5. In
addition, higher level of decomposition will be processed in LLL as shown in Figure
2.6. In this figure, in level one we see eight sub images as mentioned above and for

the next levels, these eight sub images will be produced just in LLL sub image.
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Figure 2.5: First Level of Decomposition for 3D-DWT [25].

LLH L

Lewvel 3

Level 2

Level 1

Figure 2.6: The Process of Three Level Decomposition of 3D-DWT [24].

2.3 Choice of Threshold

Here {f(x,y), 1 < (x,y) < n} is our original image with size N=nx n and this
image can be influenced by White Gaussian Additive Noise which the noisy model is

as the following:

g, y) =f(x,y) +n(x,y) 1<y <n (2.4)

where n(x,y) is AWGN with zero mean and standard deviation of ¢. Our aim is to
recover f(x,y) by discarding noise from g(x,y) under this condition that Peak

Signal to Noise Ratio will be as maximum as possible.
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In (2.4) wavelet coefficient for g(x,y) is y;which j is decomposition level and k is
the index of the coefficients in this level. In wavelet domain it can be written as the

following:

Yik=Wjktejk (2.5)

where wj; is the coefficients of f(x,y) which includes detail coefficients dc;, and
approximation coefficients ac;, . In addition, ej;, is N(0, a?).

Donoho suggested an estimator as following which is useful in finding estimated
noise deviation by a robust median estimator of the highest sub-band diagonal

coefficients (median absolute deviation) HH or HHH[16].

0n = Median (|Yy, |)/0.6745, Y., € Subband HH  (2.6)

Then universal threshold value is as the following:

T = 0, +/2log(n) (2.7)

where Y, ,, is wavelet detail coefficient in diagonal direction [15] and o, is the
standard deviation of the noise from the sub-band HH or HHH which is the result of
distribution of dc;, as detail coefficient and the scale part as denominator which is

equal to 0.6745. Besides, n is the sample size.

Here for 2D wavelet transform, Y, ,is wavelet coefficient for sub-band HH and for
3D wavelet transform, Y, ,is wavelet coefficient for sub-band HHH [4]. This

threshold is known as universal or global thresholding. After choosing the threshold

value, we can apply hard or soft thresholding to work on wavelet coefficients which

13



results in getting wavelet thresholded coefficients. Finally, we can obtain the de-
noised image by applying IDWT.

2.4 Wavelet Thresholding Techniques

2.4.1 Hard Threshold

With hard thresholding technique, wavelet coefficients, w, which their absolute value
stays below threshold value,T, will be zero (killed) and wavelet coefficients larger

than, T, will be kept. [10], [15].

i (@) 0, otherwise (2.8)

Figure 2.7 shows Hard thresholding function where x-direction is , w, values which

are wavelet coefficients and y-direxction is Py (w) as threshold function.

0.4 T T T T T T T

0.3 i

P (@)
o
I
1

04 r r r r r r r
-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4

(Q)
Figure 2.7: Hard Thresholding Function.
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2.4.2 Soft Threshold
With hard thresholding technique, wavelet coefficients , w, which their absolute
value stays below threshold value , T, will be shrunk by , T, [10], [15] and wavelet

coefficients larger than , T, will be kept.

P, (w)z{sgn(w).dwl -7, J|o|=T 29)

, |a)|<T

In Figure 2.8 we see Soft thresholding function where x-direction is w values which are

called wavelet coefficients and y-direxction is Ps (w) as threshold function.
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I
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-0.1- -

]
1

-0.15

-0.2

]
1

_025 r r r r r r r
-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4

®

Figure 2.8: Soft Thresholding Function.

Hard thresholding is called “’keep or kill’” process while soft thresholding is known
as “’keep or shrink’” process [26]. Hard thresholding is discontinuous while soft is
continuous, so soft thresholding performs better than hard because the number of

elements in soft thresholding are more than hard. It is clear that when we have more
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elements, we can characterize a picture better based on their main features. On the

other hand, hard thresholding keeps edges better rather than soft [9].
2.5 Image De-noising

Our aim is to get a de-noised or reconstructed image from its noisy version by
removing small noisy coefficients which is required to threshold wavelet
coefficients. Applying DWT on our image is followed by transforming data from
time to time-frequency domain. These transformed data values are called
coefficients, so by DWT we will be able to compute wavelet coefficients, moreover;
these coefficients can be categorized in two types: one is crucial wavelet coefficients
carrying the most important character or information of image and other is non-
important wavelet coefficients called noisy coefficients. Based on Donoho’s idea, we
can repress noise by selecting a proper threshold value [27]. Proceeding step is
setting a threshold value to see which coefficients can cross this value. A plus point
is that some coefficients cannot go further than this threshold value and some of
them can be shrunk by this value which is because of applying hard and soft
thresholding, respectively. The last step is applying inverse discrete wavelet
transform to reconstruct the image from thresholded wavelet coefficients [15], [26].
Figure 2.9 shows a general Block Diagram of De-noising process. It starts with input
noisy image which DWT should be applied on it and then we should choose
threshold value. After choosing threshold value, we should apply hard or soft
thresholding functions to acquire thresholded wavelet coefficients. Proceeding step is
applying the Inverse Discrete Wavelet Transform (IDWT) to get reconstructed or de-

noised image.
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s

Output De-noised image

Figure 2.9: General Block Diagram of Proposed De-noising Process.

2.6 Performance Analysis Based on DWT Using Hard and Soft

Thresholding
In the first experiment, Indian pine hyper-spectral image is used to analyze de-

noising procedure for hard and soft thresholding technique which is shown in figure
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2.10. Our original image is band 25 of Indian Pine data set and we apply White
Gaussian Additive Noise with zero mean and standard deviation of 20 to obtain a

noisy image.

In figure 2.10, (a) is the original band 25 of Indian Pine, (b) is noisy image with
PSNR of 21.98dB, (c) is de-noised image based on 2D-DWT using hard thresholding
with PSNR of 26.29dB and (d) is de-noised image based on 3D-DWT using hard
thresholding with PSNR of 27.98dB. Here after applying de-noising process we

found out 3D-DWT performs better than its 2D version in terms of PSNR.

Original

(c) (d)
Figure 2.10: Indian Pine Hyper-spectral Image De-noising
Based on DWT with Hard Thresholding Technique.
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Figure 2.11 Shows Indian Pine hyper-spectral image de-noising based on soft
thresholding technique for 2D-DWT and 3D-DWT [4]. In Figure 2.11(a) is the
original band 25 of Indian Pine, (b) is noisy image with PSNR of 21.98dB, (c) shows
the de-noised image based on 2D-DWT with soft thresholding method and PSNR is
equal to 27.32 dB and in (d) we can see the de-noised image based on 3D-DWT
using soft thresholding technique and PSNR value is equal to 28.78 dB, so here 3D-

DWT outperforms the 2D one because of the higher PSNR value.

Original

(c) (d)
Figure 2.11: Indian Pine Hyper-spectral Image De-noising

Based on DWT with Soft Thresholding Technique.
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In the second experiment Gulf of Mexico hyper-spectral image is used to process
image de-noising based on 2D and 3D-DWT using hard and soft thresholding. Figure
2.12 shows de-noising based on DWT using hard thresholding technique for Gulf of
Mexico. Here (a) is original image, (b) noisy image with PSNR value of 20.45 dB,
(c) is de-noised image based on 2D-DWT using hard thresholding with PSNR of
26.10dB and (d) is de-noised image based on 3D-DWT using hard thresholding with
PSNR of 28.02 dB. In this figure, (d) performs better rather than (c) in terms of

resolution and PSNR value.

Original Noisy

(b) (d)
Figure 2.12: Gulf of Mexico Hyper-spectral Image De-noising
Based on DWT with Hard Thresholding Technique.
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In Figure 2.13 we can see de-noising based on 2D and 3D-DWT using soft
thresholding technique for Gulf image. Here (a) is original image, (b) noisy image
with PSNR value of 20.45 dB, (c) is de-noised image based on 2D-DWT using soft
thresholding with PSNR of 27.36dB and (d) is de-noised image based on 3D-DWT
using soft thresholding with PSNR of 28.83 dB. In this figure, (d) is better than (c)

because of its performance in obtaining higher PSNR value and resolution.

Original Noisy

(c) (d)
Figure 2.13: Gulf of Mexico Hyper-spectral Image De-noising
Based on DWT with Soft Thresholding Technique.

21



In the third experiment, in several tables and graphs the performance of hyper-
spectral image de-noising based on DWT using hard and soft thresholding has
discussed. In this experiment, Indian Pine data set has used to work on de-noising
procedure. Table 2.1 shows analysis of 2D-DWT and 3D-DWT based on hard
thresholding technique for band 25, average of 10 experiments of band 25, average

of all bands and average of 8 specific bands.

Table 2.1: The Result of De-noising the Indian Pine Hyper-
spectral Image Using Hard Threshold.

Additive 2D-DWT 3D-DWT
Gaussian
PSNR(dB) Noise Hard Hard
(6=20,zero | Thresholding | Thresholding
mean)
Indian Pine for
band 25 21.98 26.29 27.98
Average of 10 | 59 g3 26.22 27.91
experiments
Average of all | o5 26.10 27.11
bands
Average of
bands(20-28) 22.10 26.15 27.43
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In Figure 2.14 we see the analysis extracted from (Table 2.1) in a graph where x-

direction represents the number of bands and y-direction denotes PSNR value. In this

figure, we see PSNR vs Band for noisy image, de-noised with 2D-DWT and 3D-

DWT based on hard thresholding.
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Figure 2.14: The PSNR Values vs Band for the Indian Pine Hyper-
spectral Image (bands 20-28) for Hard Thresholding.
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Table 2.2 shows analysis of 2D-DWT and 3D-DWT based on soft thresholding
technique for band 25, average of 10 experiments of band 25, average of all bands

and average of 8 specific bands.

Table 2.2: The Result of De-noising the Indian Pine Hyper-
spectral Image Using Soft Threshold

Additive 2D-DWT 3D-DWT
Gaus_3|an Soft Soft
PSNR(dB) Noise _ _
(6=20,zero | Thresholding | Thresholding
mean)
Indian Pine
for band 25 21.98 27.32 28.78
Average of 10 | 57 g5 27.26 28.84
experiments
Average of all | 55 o) 27.14 28.21
bands
Average of
bands(20-28) 22.10 27.31 28.39
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In Figure 2.15 we see the analysis extracted from (Table 2.2) in a graph where x-
direction represents the number of bands and y-direction denotes PSNR value. This
figure shows PSNR vs Band for noisy image, de-noised image with 2D-DWT and

3D-DWT based on soft thresholding.
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Figure 2.15: The PSNR Values vs Band for the Indian Pine Hyper-
spectral Image (bands 20-28) for Soft Thresholding.
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In the fourth experiment, the analysis of de-noising based on DWT has performed. In
this experiment we see several tables and graphs. In addition, in these tables the de-
noising process has applied on Washington DC Mall data set. Here hard and soft
thresholding techniques have been used in de-noising with DWT. Table 2.3 shows
analysis of 2D-DWT and 3D-DWT based on soft thresholding technique for band 25,
average of 10 experiments for band 25, average of all bands and average of 8 specific
bands of WDM data set. In addition, Table 4 shows these results using soft

thresholding.

Table 2.3: The Result of De-noising the Washington DC Mall
Hyper-spectral Image Based on 2D and 3D-DWT Using Hard
Thresholding.

Additive 2D-DWT 3D-DWT
Gaussian

PSNR(@B) | noise | A rrd
(6=20,zero | Thresholding | Thresholding

mean)

Avera}ge of 10 22 25 27.98 28.23

experiments

Average of all 2216 27.65 28.48

band

Average of 8

bands(20-28) 22.21 2ot 282
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Figure 2.16 shows the performance analysis from (Table 2.3) in a graph where x-

direction represents the number of bands and y-direction denotes PSNR value. In this

figure, we see PSNR vs Band for noisy image, de-noised with 2D-DWT and 3D-

DWT based on hard thresholding.
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Figure 2.16: The PSNR Values vs Band for the WDM Hyper-spectral
Image (bands 20-28) for Hard Thresholding.
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Table 2.4: The Result of De-noising the WDM Hyper-
spectral Images Based on 2D and 3D-DWT Using Soft

Threshold.
Additive 2D-DWT 3D-DWT
Gaussian
PSNR(B) | Noise | SO Sot
(6=20,zero | Thresholding | Thresholding
mean)
\Z/\éDM for band 22 48 28.71 29.41
Averqge of 10 29 25 28.58 29.22
experiments
Average of all 2216 27.65 28.48
band
Average of 8
bands(20-28) | 2227 2012 et
a1 —t— Noisy
; L "+ 2pDWT L L
b S 3D-DWT //” —© 4
™~ & A
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Figure 2.17: The PSNR Values vs Band for the WDM Hyper-spectral
Image (bands 20-28) for Soft Thresholding.

In Figure 2.17 we can see the analysis extracted from (Table 2.4) in a graph where x-

direction represents the number of bands and y-direction denotes PSNR value. This
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figure shows PSNR vs Band for noisy image, de-noised image with 2D-DWT and

3D-DWT based on soft thresholding.

According to tables and figures above, in our first experiment, de-noising for 2D and
3D Discrete Wavelet Transform based on Hard Thresholding technique discussed
and in proceeding experiment, the same process has done for Soft Thresholding
technique and we found out 3D version was better than 2D one in terms of PSNR in
both hard and soft thresholding techniques. A plus point is that, de-noising with soft
thresholding outperforms hard thresholding according to visual inspection and PSNR
value. It is clear that the average of PSNR for all bands of Indian Pine for 3D-DWT
using soft thresholding is 28.21 (dB) and for hard thresholding is 27.11 (dB). In this
way, there is a 1.10 dB difference between soft and hard thresholding techniques. To

sum up, our best result till now is for 3D-DWT using soft thresholding method.
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Chapter 3

METHODOLOGY

3.1 Dataset Used

In this thesis we used different kinds of hyper-spectral data sets during the de-noising
process in tables, graphs and figures. Indian Pine hyper-spectral data set is assembled
by AVIRIS sensor taken from north-western Indiana City, US. The original data set

include 145x 145 in 224 bands. Figure 3.1 shows Indian Pine hyper-spectral image.

Second data set used in this thesis was Washington DC Mall which consists 210
bands in the range of 0.4-2.4um. This data set contains 1208 scan line with 307
pixels among each scan line. These two data sets are available at Purdue’s University

Multi-Spec Site. Figure 3.2 shows WDM hyper-spectral image.

Pavia Center and University have also used in this thesis. These data sets have
obtained by ROSIS sensor and taken over Pavia which is located in the north part of
Italy. Pavia Center and University are 10961096 and 610x610 pixels, respectively.
In addition, Pavia Center contains 102 and Pavia University includes 103 spectral

bands. Figure 3.3 and Figure 3.4 show Pavia Center and Pavia University.

Gulf of Mexico Wetland Sample is another data set used in this thesis which is taken
from Spec TIR’s extensive data sets over Gulf of Mexico. This data set gathered at a

2m Spatial resolution, 5nm band spacing covering the spectral range of 395-

30



2450nm(Figure 3.5). US Government photograph of Arizona Mining is also used in

this thesis which is gathered with hyper-spectral imaging (Figure 3.6).

Another data set which is used in this thesis is Cuprite Mining District, Nevada
obtained by AVIRIS. The original size is 614x512 in 224 bands. Figure 3.7 shows

cuprite hyper-spectral image.

Table 3.1 shows the wavelengths for hyper-spectral bands. In this table in each
column, the left numbers are the number of bands and right numbers are centeral
wavelengths in um. Here we have 210 bands and for each band we have one

wavelength with bandwidth of 2um.
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Table 3.1: Wavelength (um ) for hyper-spectral bands of WDM.

Central Central Central
Band | \wavelength | Band | wavelength | Band | wavelength
(um) (um) (um)

1 401.288 41 586.411 81 1040.51
2 404.590 42 593.518 82 1055.31
3 407.919 43 600.815 83 1070.16
4 411.279 44 608.309 84 1085.06
5 414.671 45 616.006 85 1099.97
6 418.100 46 623.912 86 1114.90
7 421.568 47 632.031 87 1129.85
8 425.078 48 640.368 88 1144.79
9 428.632 49 648.930 89 1159.73
10 432.235 50 657.721 90 1174.65
11 435.888 51 666.745 91 1189.55
12 439.595 52 676.005 92 1204.42
13 443.358 53 685.506 93 1219.26
14 447.182 54 695.249 94 1234.06
15 451.067 55 705.237 95 1248.82
16 455.019 56 715.473 96 1263.53
17 459.040 57 725.956 97 1278.19
18 463.134 58 736.686 98 1292.78
19 467.302 59 747.664 99 1307.32
20 471.550 60 758.887 100 1321.80
21 475.880 61 770.353 101 1336.21
22 480.298 62 782.060 102 1350.55
23 484.805 63 794.003 103 1364.81
24 489.406 64 806.177 104 1379.01
25 494.105 65 818.576 105 1393.13
26 498.906 66 831.195 106 1407.18
27 503.814 67 844.025 107 1421.14
28 508.832 68 857.059 108 1435.03
29 513.966 69 870.287 109 1448.84
30 519.221 70 883.702 110 1462.57
31 524.600 71 897.292 111 1476.21
32 530.109 72 911.048 112 1489.78
33 535.752 73 924,959 113 1503.26
34 541.537 74 939.015 114 1516.67
35 547.467 75 953.203 115 1529.99
36 553.547 76 967.514 116 1543.22
37 559.784 77 981.935 117 1556.38
38 566.183 78 996.454 118 1569.46
39 572.751 79 1011.06 119 1582.44
40 579.491 80 1025.75 120 1595.35
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Central Central Central
Band | Wavelength | Band Wavelength Band Wavelength
(wm) (um) (um)
121 | 1608.19 161 | 2062.64 201 | 2431.42
122 | 1620.93 162 | 2072.74 202 | 2439.84
123 | 1633.61 163 | 2082.79 203 | 2448.22
124 | 1646.20 164 | 2092.79 204 | 2456.57
125 | 1658.70 165 | 2102.74 205 2464.88
126 | 1671.14 166 | 2112.64 206 | 2473.16
127 | 1683.49 167 | 2122.49 207 | 2481.41
128 | 1695.77 168 | 2132.29 208 | 2489.63
129 | 1707.97 169 | 2142.04 209 | 2497.81
130 | 1720.10 170 | 2151.74 210 | 2505.37
131 | 1732.15 171 | 2161.40
132 | 1744.12 172 | 2171.00
133 | 1756.03 173 | 2180.57
134 | 1767.86 174 | 2190.08
135 | 1779.62 175 | 2199.55
136 | 1791.31 176 | 2208.98
137 | 1802.93 177 | 2218.36
138 | 1814.48 178 | 2227.70
139 | 1825.96 179 | 2237.00
140 | 1837.37 180 | 2246.26
141 | 1848.71 181 | 2255.47
142 | 1859.99 182 | 2264.63
143 | 1871.21 183 | 2273.76
144 | 1882.35 184 | 2282.84
145 | 1893.44 185 | 2291.89
146 | 1904.46 186 | 2300.90
147 | 1915.42 187 | 2309.86
148 | 1926.31 188 | 2318.79
149 | 1937.15 189 | 2327.67
150 | 1947.92 190 | 2336.53
151 | 1958.64 191 | 2345.34
152 | 1969.29 192 | 2354.11
153 | 1979.89 193 | 2362.84
154 | 1990.43 194 | 2371.54
155 | 2000.91 195 | 2380.21
156 | 2011.34 196 | 2388.83
157 | 2021.71 197 | 2397.42
158 | 2032.02 198 | 2405.97
159 | 2042.28 199 | 2414.49
160 | 2052.49 200 | 2422.98
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Figure 3.1: Original Indian Pine Hyper-spectral Image [4].

Figure 3.2: WDM Hyper-spectral Image [16].
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Figure 3.4: Pavia University Hyper-spectral Image[4].
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Figure 3 izona- Mriﬁ‘i'ng Hyper-spetral Image [29].
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Figure 3.7: Cuprite’s District Mining Hyper-spectral Image [17].

3.2 Noise Model Used
In this thesis Additive White Gaussian Noise with zero mean and standard deviation
of 20 is used which we can see in the following formula

g, y)=fxy)+nxy) 1<(xy)<n (1.2)

where 1(x,y)~N(0, o2) is Additive White Gaussian Noise (AWGN) with zero mean
and variance 2. Here in this thesis, AWGN is used with zero mean and standard
deviation of 20.

3.3 Calculating the Quality (PSNR) of De-noised Image

According to the above formula, our goal is to remove noise from noisy image
g(x,y) and estimate f(x,y) under this condition that our PSNR value will be as
maximum as possible. In this way, to calculate the quality of de-noised data, Peak
Signal to Noise Ratio (PANR) in dB is a common method to use. Here logarithmic

decibel scale is used in this method as the following:
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2
PSNR=10l0g; o (=0) (3.1)

where MAX; is the maximum pixel value of our image which here for 8 bit per
sample it is equal to 255. In addition, MSE is the squared error between original and

noisy or corrupted image which is represented as the following formula:

MSE=_ 5750 N5=3(f (x, 9) = £ (%, 9))? (32)

where mn is the length of our image (number of pixels) which m represents the row
and n represents the number of columns, f(x, g) is our original image and f(x, g) is

the estimated f(x, g) [10].
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Chapter 4

DE-NOISING BASED ON UN-DECIMATED WAVELET
TRANSFORM USING IMPROVED SOFT

THRESHOLDING TECHNIQUE

4.1. Introduction

Translation variance and poor directional properties are disadvantageous of DWT, so
to solve this problem Stationary Wavelet Transform is presented as translation
invariant wavelet transform. This type of wavelet transform is not performing down-

sampling. [30], [31] represented a trous algorithm to determine UWT.

Besides, at each level of this wavelet transform, high and low pass filters will be
operated and it is followed by obtaining 2 new sequences which have the same
length as original. In this wavelet transform, we do not have up-sampling and down
sampling. Figure 4.1 shows un-decimated wavelet transform for three levels where
g(n) is low pass filter and h(n) is high pass filter. In this figure, after each level we
obtain coefficients called detail and approximation. In addition, we are not losing
high frequencies but keeping them. That is why the length of the output after each

level is the same as the length of original input one.
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Figure 4.1: Stationary Wavelet Transform for Three Levels [32].

This wavelet transform is called un-decimated wavelet transform because there is not
any decimation here [33], furthermore; we observe over-complete representation (at
each level we have more outputs) instead of decimation [34] according to Coifman
and Donoho’s Proposed method on translation invariant de-noising [35]. This
wavelet transform is also known as Redundant Wavelet Transform. Based on this
concept, in the figure above, at first we have original signal and by passing through
high pass and low pass filter in first level, it will be divided into 2 sequences as
scaling (approximation) coefficients and detail coefficients. In the second level, the
scaling coefficients from first level will be divided into 2 sequences again. By

increasing the level of decomposition, this process will continue.

Here in the first contribution we see de-noising based on 2D and 3D versions of
UWT combined with hard and soft thresholding and in the second contribution,
application of improved soft thresholding on 3D-UWT is proposed to improve the

results in terms of PSNR.
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4.2 De-noising Based on UWT

In chapter 2, DWT has been applied on noisy image to process image de-noising. As
it was mentioned before there were some problems using DWT like being shift or
translation variance, so a wavelet transform is needed to cover the lack of translation
invariance. To find a solution for this problem, UWT is suggested to use to meet that
need. Here 2D and 3D-UWT joined with soft and hard thresholding methods have

performed for de-noising procedure.

Figure below shows a general block diagram of de-noising methods. In this figure,
two methods are proposed for de-noising in this chapter. In Figure 4.2 we can see
UWT which has applied on input noisy image. Then in (a) we see de-noising based
on 2D-UWT accompanied by hard and soft thresholding and in (b) we observe de-
noising based on 3D-UWT combined with hard and soft thresholding as well. If we
compare performance analysis of (a) and (b), we will find out that de-noising based
on 3D-UWT using soft thresholding outperforms other methods such as 3D-UWT
using hard, 2D-UWT using soft and 2D-UWT using hard thresholding function, so

method 2 using soft thresholding gives the best result.
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Method1 Method2

Input Noisv Image

Input Noisy Image

W/
D-UWT 3D-UWT
W/ W
By (w) or Pgw) Py(w) or Fs(w)

;TH Sl

Inverse Wavelet Transform Inverse Wavelet Transform
Output De-noised Image Output De-noised Image
(a) (b)

Figure 4.2: General Block Diagram of Proposed De-noising Methods.

4.3 Performance Analysis Based on UWT Using Hard and Soft

Thresholding

In the first experiment, Indian pine hyper-spectral image is used to analyze de-
noising using UWT for both 2D and 3D versions with hard and soft thresholding
techniques. Our original image is band 25 of Indian Pine data set and we apply White
Gaussian Additive Noise with zero mean and standard deviation of 20 to obtain a
noisy version of original image with PSNR=21.98db. This process is followed by
applying 2D and 3D versions of UWT with hard and soft thresholding techniques.

Figure 4.3 (a) shows original band 25 of Indian Pine, (b) shows noisy image with
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PSNR of 21.98 dB, in (c) we can see de-noised image based on 2D-UWT using hard
thresholding with PSNR value of 28.38 dB and finally in (d) de-noised image based
on 3D-UWT with hard thresholding is shown with PSNR of 29.25 dB. Based on the
results obtained in Figure 4.3, it is clear that (d) performs better than (c) according to

the higher PSNR value.

Original

(c) (d)
Figure 4.3: Indian Pine Hyper-spectral Image De-noising Based
on UWT with Hard Thresholding Technique.

Figure 4.4 shows Indian Pine hyper-spectral image de-noising based on soft
thresholding technique for 2D-UWT and 3D-UWT. In this figure, () is the original
band 25 of Indian Pine, (b) is noisy image with PSNR of 21.98dB and (c), (d) are de-

noised images using soft thresholding based on 2D-UWT and 3D-UWT,
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respectively. Here for 2D-UWT the amount of PSNR is equal to 29.14 dB and for
3D-UWT it is equal to 30.55 dB, so 3D-UWT outperforms the 2D one because of the

higher PSNR value.

Original

(c) (d)
Figure 4.4: Indian Pine Hyper-spectral Image De-noising Based
on UWT with Soft Thresholding Technique.

In the second experiment, Indian Pine data set has been used in different tables and
graphs to analyze de-noising based on UWT using hard and soft thresholding. Table
4.1 shows experimental result for de-noising using 2D and 3D-UWT with hard

thresholding technique. This table shows PSNR value for band 25, average of 10

experiments, average of all bands and average of between (20-28) bands. Based on
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this table, if we compare de-noised results based on 2D-UWT and 3D-UWT, we will
find out that PSNR values obtained with 3D-UWT are more than PSNR values

acquired with 2D-UWT, so 3D version of UWT is better than 2D one for de-noising.

In Figure 4.5 we can see PSNR values vs different number of bands for noisy image,
de-noised with 2D-UWT based on hard thresholding and de-noised with 3D-UWT
based on hard thresholding as well. In this figure we observe that the average of
PSNR value for bands (20-28) based on 2D-UWT is 28.62 dB while this average for
3D-UWT is 29.12 dB. According to what is mentioned, 3D-UWT is better than 2D-

UWT.

Table 4.1: The Result of De-noising the Indian pine Hyper-
spectral Image Using Hard Threshold for Band 25.

Additive | 2D-UWT 3D-UWT
Gaussian

PSNR(dB) Noise Hard Hard
(6=20,zero | Thresholding | Thresholding

mean)

Indian Pine for

band 25 21.98 28.38 29.25

Average of 10| 59 g3 28.26 29.15

experiments

Average of all | 5 59 27.73 28.42

bands

Average of 8

bands(20-28) 22.10 28.62 29.12
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Figure 4.5: The PSNR Values vs Band for the Indian Pine Hyper-
spectral Image (bands 20-28) Using Hard Thresholding.

Table 4.2 shows experimental result for de-noising using 2D and 3D-UWT with soft
thresholding technique. This table indicates PSNR value for band 25, average of 10
experiments, average of all bands and average of bands (20-28) which these values
for 2D-UWT are 29.14 dB, 29.10 dB, 29.35 dB and 29.56 dB, respectively and for
3D-UWT are 30.55 dB, 30.22 dB, 30.19 dB and 30.23 dB, respectively. After
comparing these values we will see de-noising based on 3D-UWT outperforms 2D-
UWT. In addition, in Figure 4.6 we can see PSNR values vs different number of
bands for noisy image, de-noised with 2D-UWT based on soft thresholding and de-

noised with 3D-UWT based on soft thresholding.
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PSNR

Table 4.2: The Result of De-noising the Indian Pine Hyper-
spectral Image Using Soft Threshold for Band 25.

N
T

Additive 2D-UWT 3D-UWT
Gaussian
PSNR(dB) Noise Soft Soft
(6=20,zero | Thresholding | Thresholding
mean)

Indian  Pine

for band 25 21.98 29.14 30.55

Average of 10 | 57 g5 29.10 30.22

experiments

Average of all | o5 ) 29.35 30.19

bands

Average of 8

bands(20-28) 22.10 29.56 30.23
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Figure 4.6: The PSNR Values vs Band for the Indian Pine Hyper-
spectral Image (bands 20-28) Using Soft Thresholding.
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In the third experiment Washington DC Mall, Pavia Canter and Pavia University
have been used in two tables to analyze de-noising based on UWT using hard and
soft thresholding. Here for all data sets mentioned above, PSNR values for 3D-UWT
stay higher than 2D-UWT for both hard and soft thresholding techniques, moreover;

soft thresholding performs better than hard in terms of PSNR value.

Table 4.3: Hyper-spectral Image De-noising Based on 2D
and 3D-UWT Using Hard Thresholding for 10 Experiments

of Band 25.
Additive 2D- UWT 3D- UWT
PSNR(dB) GEL:)SISslean Hard Hard
(6=20,zero | Thresholding | Thresholding
mean)

Washington 22.25 30.12 30.74
DC Mall
Pavia Center 22.95 28.56 30.78
Pavia 21.95 27.98 29.69
University

Table 4.4: Hyper-spectral Image De-noising Based on 2D
and 3D- UWT Using Soft Thresholding for 10 Experiments

of Band 25.
Additive 2D- UWT 3D- UWT
Gau§S|an Soft Soft
PSNR(dB) Noise _ _
(6=20,zero | Thresholding | Thresholding
mean)
Washington 22.25 31.10 31.67
DC Mall
Pavia Center 22.95 31.78 33.74
Pavia 21.95 31.57 33.62
University
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Here 2D and 3D versions of Un-decimated Wavelet Transform combined with hard
and soft thresholding techniques have introduced to overcome some disadvantageous
of DWT. In these experiments PSNR value has been obtained for one specific band
(band 25) for de-noising based on 2D and 3D-UWT using hard and soft thresholding.
In addition, average of PSNR values have been acquired as well for some
experiments of band 25, a range of 8 specific bands (20-28) and all bands based on
the mentioned de-noising methods. Among all the methods introduced above, 3D-

UWT using soft thresholding holds highest PSNR value.

In the following section, we proposed a method which can enhance the PSNR value
and improve the visual inspection as well. In this technique, we used a nonlinear soft

threshold function and combined this function with 3D-UWT.
4.4 Improved Soft Thresholding
Improved soft threshold is higher order soft threshold function or smooth nonlinear

soft threshold function. Being continuous, nonlinear and having smooth

characteristic are its properties. (4.1) denotes the general formula for this function

[36].
w+T— T , w<-T
2k+1
1
T)() =\ G @™ o] < T (4.1)
T
w—T+ TR w>T

where T;(w) is Improved Soft Thresholding Function, w is wavelet coefficients, T is

threshold value and k is the degree of the function (0 < k < 0). With respect to this k
value, we will have a smooth area between original signal and soft threshold function. For

k=0 we have the following function which is actually the original signal.
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For k=co we have the formula bellow which is soft thresholding function.

w+T , w<-—-T
Ti(w)={ 0 , ol < T
w-—T , w>T

(4.2)

(4.3)

Based on what is mentioned above, for k = 0 and k = co we have original and soft

threshold function, respectively. In this way for 0 < k < o we observe higher order

smooth curves called as improved threshold function. In addition, when the amount of

k approaches to infinity our function will be much more smoothed as following.
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T(w)
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o o o
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o
o
T

r et r r r r r r r r

-80 60 40 -20 0 20 40 60 80
()
Figure 4.7: Improved Soft Threshold Functions vs Wavelet
Coefficients for Different Values of k.
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Figure 4.7 shows improved soft threshold function vs wavelet coefficients for k = 0,1,2 and
infinity. It is clear that when the amount of k is increasing, the figure is approaching to soft
thresholding function. A plus point is that, among different values of k, we should find an
optimal value under this condition that with respect to this value, we will get highest PSNR.
In Figure 4.8 different values of k has tried and k = 1 is chosen as the optimal value because
it provides us with highest Peak Signal to Noise Ratio (PSNR). The following figure is for

average of 100 images.

33 [ T T T T [ [
32.8~ f
32.6

32.4

PSNR(dB)

32.2

32

31.8
316 r r r r r r r -
1 1.5 2 2.5 3 35 4 45 5
k value

Figure 4.8: PSNR vs Different Values of k.
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In Figure 4.9 we see hard threshold, soft threshold and improved soft thresholding function
in one graph where x-direction is wavelet coefficients called w and y-direction is threshold

function (hard, soft and improved soft threshold function) called T (w).
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Figure 4.9: Hard, Soft and Improved Soft Threshold Functions vs
Woavelet Coefficients for Different Values of k.

4.5 Performance Analysis Based on 3D-UWT with Improved Soft

Threshold

Here in the first experiment, band 25 of Indian Pine Hyper-Spectral image and Gulf
hyper-spectral image have used to analyze de-noising process. In addition, improved
soft thresholding method has applied to 3D-UWT to improve the visual inspection
and PSNR value. Figure 4.10 (a) shows de-noised image based on 3D-UWT using
soft threshold and in (b) we can see de-noising based on 3D-UWT using improved

soft thresholding method. In this figure, the PSNR value obtained with 3D-UWT
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using soft threshold in (a) is 30.55 dB and PSNR value obtained with proposed
method in (b) is 32.67 dB. It means that proposed method improved PSNR value for

2.12 dB.

Proposed

(a) (b)
Figure 4.10: Indian Pine Hyper-spectral Image De-noising Based
on 3D-UWT with Soft and Improved Soft Thresholding.

In the second experiment, Gulf of Mexico and Arizona Mining hyper-spectral image
have been used to analyze de-noising process. In addition, improved soft
thresholding method has applied to 3D-UWT to improve the visual inspection and
PSNR value. Figure 4.11 shows de-noising based on 3D-UWT using soft threshold
and proposed method for Gulf of Mexico data set and Arizona Mining hyper-spectral
image. In this figure, the left column represented as (a), (c) are de-noised images
based on 3D-UWT using soft thresholding and the PSNR values which have been
obtained here are 30.95 dB for Gulf of Mexico hyper-spectral image in (a) and 30.42
dB for Arizona Mining data set in (c). In addition, the right column denoted as (b),
(d) are de-noised images based on proposed method and PSNR values which have
been acquired here are 32.12 dB for Gulf of Mexico data set in (b) and 31.88 dB for
Arizona Mining image in (d). It means that proposed method improved PSNR value

in both images.
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Proposed

(c) (d)
Figure 4.11: Image De-noising Based on 3D-UWT with Soft
and Improved Soft Thresholding Technique.

In the third experiment Indian Pine hyper-spectral data set has used to see
performance analysis of de-noising in a table and graph. In this experiment, 3D-
UWT is used for de-noising based on soft and improved soft thresholding technique

and proceeding figure represents the results obtained in this table.
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Table 4.5 shows performance analysis of 3D-UWT using soft and improved soft
threshold based on image de-noising. In this table, improved soft threshold combined
with 3D-UWT is used as proposed method. Here experimental results have done
based on PSNR vs band 25 of Indian Pine data set, average of 10 experiments for

band 25, average of all bands and average of 8 bands between (20-28).

Table 4.5: The Result of De-noising the Indian Pine Hyper-
spectral Image Using Soft Threshold and Improved Soft
Threshold Method.

Additive 3D-UWT 3D-UWT
Gaussian Soft Improved Soft
PSNR(dB) Noise i :
(6=20,zero | Thresholding | Thresholding
mean)
Indian  Pine
for band 25 21.98 5055 i
Average of 10 | 5 g3 30.22 32,51
experiments
Average of all 22 02 30.19 32.28
bands
Average of 8
bands(20-28) | 2%1° %023 1z
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In figure below we see PSNR values vs bands for noisy image, de-noised with 3D-
UWT using soft thresholding and de-noised with proposed method. It is clear that the
average of PSNR for 3D-UWT using soft threshold is 30.23 dB and for proposed
method is 32.12 dB. It means that proposed method for de-noising performs better
than 3D-UWT using soft thresholding because of holding highest PSNR value and

visual resolution.
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Figure 4.12: The PSNR Values vs Band for 3D-UWT and Proposed
Method for Indian Pine Hyper-spectral Image (bands 20-28).
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In the fourth experiment several hyper-spectral data sets like Washington DC Mall,
Pavia Center and Pavia University used in the following table to analyze de-noising
process. In this experiment de-noising based on 3D-UWT using soft and improved
soft thresholding techniques have used. After comparing the results, we will find out
that for all the data sets used in this experiment, proposed method outperforms 3D-

UWT using soft thresholding in terms of PSNR value.

Table 4.6: The Result of Hyper-spectral Image De-noising
Based on UWT Using Soft and Improved Soft Thresholding
for 10 Experiments of Band 25.

Additive 3D- UWT 3D- UWT
PSNR(dB) G&lgsissgn Soft Improved Soft
(6=20,zero | Thresholding | Thresholding
mean)

Washington
DC Mall 22.25 31.67 32.24
Pavia Center | o5 g5 33.74 34.85
Pavia 21.95 33.62 34.78
University

In this chapter, firstly 2D and 3D-UWT have been introduced for de-noising based
on hard and soft thresholding methods in several experiments and we found out
image de-noising based on 3D-UWT with soft thtresholding is better than 2D-UWT

with soft, 2D-UWT with hard and 3D-UWT with hard as well.

Secondly, improved soft thresholding technique has been proposed to improve the
result in terms of PSNR value and resolution. In this way, we combined 3D-UWT
with improved soft thresholding and we saw that average of PSNR values for all
bands obtained by proposed method is 32.28 dB which is higher than PSNR values

acquired with other methods used for de-noising in this thesis. In chapter 2, average
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of PSNR values for all bands of Indian Pine data set based on 3D-DWT using soft
thresholding method was 28.21 dB while proposed method improved this value to
32.28 dB, so it is better to process de-noising based on UWT using improved soft
thresholding technique. Table 4.7 shows the performance of the proposed method
(3D-UWT using improved soft threshold) in comparison with some other available
methods. In this table, in the first column we can see the datasets which have been
used during these experiments. Second column is some available methods. Third
column is PSNRs based on applying those methods in second column on datasets
which are mentioned in first column. As we can see in this table, Pastor’s method
[38] outperforms other methods. He used a nonlinear function in his experiment and
this function performs very well in discarding noisy coefficients and keeping
important features of image. In addition, nonlinearity, smoothness and continuity are

the advantageous of this method.
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Table 4.7: Evaluation of the PSNR Values for Different Available Hyper-spectral
Image De-noising Methods.

Datasets Methods PSNR(dB)
Cubic Total Variation [16] 23.28
Band 21 of WDM 3D-UWT Using Hard 27.56
3D-UWT Using Soft 28.69
3D-UWT Using Improved Soft(Proposed) 29.32
3D-Sar Using UWT [4] 29.90

Bands (8-15) of Indian
Pine Dataset (average

of 10 experiments) 3D-UWT Using Soft 31.22

3D-UWT Using Hard 30.15

3D-UWT Using Improved Soft(Proposed) 32.84

Framelet Transform Image De-noising [17] 28.77

3D-UWT Using Hard 28.12
3D-UWT Using Soft 29.14

Cuprite Mining

3D-UWT Using Improved Soft(Proposed) 30.43

Zhang’s Method [18] 32.82

3D-UWT Using Hard 30.89
Band 32 of WDM

3D-UWT Using Soft 31.78

3D-UWT Using Improved Soft(Proposed) 33.44

Sahraeian’s Method [37] 31.48

Band 25 of Indian Pine 3D-UWT Using Hard 29.25
3D-UWT Using Soft 30.55

3D-UWT Using Improved Soft(Proposed) 32.67

Pastor’s Method[38] 33.68

Band 12 of Pavia 3D-UWT Using Hard 30.25
Center 3D-UWT Using Soft 31.45

3D-UWT Using Improved Soft(Proposed) 32.12
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Chapter 5

CONCLUSION

5.1 Conclusion

As it is mentioned in previous chapters, a hyper-spectral image can be captured by
different sensors like AVIRIS and ROSIS which provide us with a vast application in
physics, engineering, chemistry, agriculture and also astronomy. These images can
be influenced by noise, during the receiving process, so de-noising is an important
work that should be done to enhance the visual inspection. De-noising based on
wavelet transform is one of the common methods proposed recently. In this thesis,
firstly, de-noising based on DWT using soft and hard thresholding methods have
been used. Secondly, because of the lack of translation invariance, UWT is proposed
using hard and soft thresholding techniques which we found out de-noising based on
3D-UWT using soft thresholding performs very well in comparison with 3D-UWT
using hard, 3D-DWT using hard and soft and 2D-DWT using hard and soft. At the
end, one method is proposed based on using a higher order application of soft
thresholding function instead of using soft thresholding function. This function is
called improved soft thresholding function. In this method, we applied this function
to our image and then we found out that the de-noising results will be much more

appealing.
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According to what is cited above, we obtained our best de-noised image based on
3D-UWT combined with improved soft thresholding function. The proposed method

improved the PSNR value and visual inspection pretty well.

5.2 Future Work

As de-noising is one of the most important works in image processing and the
proposed function cannot be the only function to improve the result, so as my future
work | will consider different type of thresholding functions such as sigmoid and
exponential functions combined with wavelet transform to improve the resolution

and the amount of PSNR value.
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