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ABSTRACT 

The ubiquity of multi-objective optimization problems (MOOPs) in real life attracted 

the attention of many scientists during the last two decades and motivated them to do 

a large amount of research in multi-objective evolutionary algorithms (MOEAs) which 

are broadly used in solving MOOPs. However, no algorithm can be considered as the 

universal optimizer for MOOPs. In this dissertation, multi-objective differential 

evolution (MODE) is used to develop a new approach called mnv-MODE which aims 

to solve ZDT1-ZDT4, ZDT6, UF1-UF10 and MaOP1-MaOP10 benchmark problems 

with 2, 3 and 5 objectives. Four different versions of the proposed algorithm are 

introduced by modifying MODE and using a local search. Compared to other MOEAs, 

the results show that our proposed mnv-MODE versions (especially version 4) have 

the best IGD values on the majority of test instances. This means that mnv-MODE 

achieved better performance than some efficient algorithms such as SPEA2, MOEA/D 

and NSGA- II for the solved test Problems. 

Keywords: Multi-objective optimization problems, multi-objective evolutionary 

algorithms, multi-objective differential evolution. 
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ÖZ 

Gerçek hayattaki çok amaçlı optimizasyon problemlerinin (ÇAOP) yaygınlığı, son 

yirmi yıl boyunca birçok bilim adamının dikkatini çekti ve bunları çözmek için geniş 

çapta kullanılan çok amaçlı evrimsel algoritmalar (ÇAEA) konusunda büyük miktarda 

araştırma yapmaya teşvik etti.  Bununla birlikte, hiçbir algoritma ÇAOP'ler için 

evrensel optimizer olarak kabul edilemez. Bu tezde, ZDT1-ZDT4, ZDT6, UF1-UF10 

ve MaOP1-MaOP10 kıyaslama problemlerini 2, 3 ve 5 hedefleriyle çözmeyi 

amaçlayan mnv-MODE adlı yeni bir yaklaşım geliştirmek için çok amaçlı diferansiyel 

evrim algoritması (MODE) kullanılmıştır. Önerilen algoritmanın dört farklı sürümü 

MODE değiştirilerek ve yerel bir arama kullanılarak oluşturuldu. Diğer ÇAOP'larla 

karşılaştırıldığında, sonuçlar, önerilen mnv-MODE sürümlerimizin (özellikle sürüm 

4), test örneklerinin çoğunda en iyi IGD değerlerine sahip olduğunu göstermektedir. 

mnv-MODE'nin, çok amaçlı test Problemlerinde SPEA2, MOEA / D ve NSGA-II gibi 

bazı etkili algoritmalardan daha iyi performans elde ettiği gösterilmiştir. 

Anahatar Kelimeler: Çok amaçlı optimizasyon problemleri, çok amaçlı evrimsel 

algoritmalar, çok-amaçlı diferansiyel evrim. 
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Chapter 1 

INTRODUCTION 

Optimization is a subfield of applied mathematics and numerical analysis which is 

important in numerous disciplines and domains such as Engineering, Science, 

Economics and many other fields. Almost every problem can be expressed as an 

optimization problem in which one (or more) objective function(s) is defined. An 

objective function is a function that is used as a measurement to determine the quality 

of extracted solutions. The goal of an optimization task is to discover the optimal 

solution (maximum or minimum value, subject to the problem) of an objective 

function [1, 2, 3]. 

Depending on the number of objective functions, optimization problems can be 

classified either as single objective optimization problem (SOOP) or as multi- 

objective optimization problem (MOOP). A single objective optimization problem 

has one objective function and a unique optimal solution. In contrast, MOOPs have 

two or more objective functions that are usually contradicting and instead of one 

optimum, tradeoffs (conflicting scenarios) and a set of alternative solutions with 

equivalent quality may be extracted. For instance, before buying a new car, the 

customer may have several desires which are clearly conflicting (competing) such as 

minimum price, maximum speed, minimum fuel consumption and maximum amount 

of luxury. Consequently, the solution which is optimal with regard to only one 

objective is not selected as an optimal solution for a MOOP [4, 5, 6]. 
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One of the important principles that is frequently used to solve multi-objective 

optimization problems is domination (Pareto optimality) concept. To illustrate this 

concept, we can say that a vector 𝑥1⃗⃗  ⃗ dominates a vector 𝑥2⃗⃗⃗⃗  only if 𝑥1⃗⃗  ⃗  is at least as 

good as 𝑥2⃗⃗⃗⃗  for all objectives and 𝑥1⃗⃗  ⃗ is strictly better than 𝑥2⃗⃗⃗⃗  for at least one objective. 

Using this concept, each solution is compared with the other solutions in the search 

space and the solutions can be divided into 3 categories as shown in Figure 1: 

1) Solutions dominate others.  

2) Solutions dominated by others. 

3) Solutions indifferent to the rest of solution (neither dominated nor dominating). 

 

Figure 1: Pareto optimality concept [7]. 
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Each solution which is not dominated by any other solution in the search space is called 

Pareto optimal solution(or non-dominated solution) and the whole set of such Pareto 

optimal solutions is known as Pareto optimal set (or non-dominated set) [2, 3, 7]. 

Unlike single-objective optimization problem, MOOP has two search spaces instead 

of one. In addition to decision variable space that exists in single objective 

optimization problem, there is another space called objective space in MOOP. Each 

solution in the decision variable space is represented by a point in the objective space 

[2].  The curve that is created by connecting the non-dominated points in the objective 

space is called Pareto-front [8].    

Moreover, in place of one goal which is finding the optimum in SOOPs, the following 

two different goals must be achieved to solve a MOOP: 

1) Convergence to the Pareto front. 

2) Maintenance of the maximum diversity among solutions on the non-dominated 

front.[4] 

Evolutionary algorithms (EAs) are stochastic search methods used to emulate the 

process of natural evolution of species [9]. EAs are characterized by the following 

three basic properties:  

1) Population-based: use a set of solutions (a population) to generate a new 

population in each iteration [4, 10]. Each member (solution) in the population 

is known as an individual. 

2) Fitness-oriented: each individual has its own fitness value and the fittest 

individuals are preferred by EAs.  
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3) Variation–driven: Many variation processes will be applied on individuals 

[10]. 

EAs are broadly used and preferred among optimization techniques due to the 

following reasons:  

1) No derivative information is required by EA 

2) They are flexible, easy to implement and have numerous applications [6]. 

Multi-objective evolutionary algorithms (MOEAs) which are first introduced by David 

Schaffer in 1984 are extended versions of EAs deal with MOOPs and this type of 

optimization is known as evolutionary multi-objective optimization (EMO) [9,10]. 

The difference between MOEA and single-objective EA can be considered in two main 

topics: selection mechanism and diversity maintenance mechanism. MOEAs aim to 

find a group of non-dominated solutions and avoid convergence between them as well 

[11]. 

Differential evolution (DE) is a population-based, parallel directed search algorithm 

(proposed by Rainer Storn and Kenneth Price) basically based on the idea of using the 

difference between vectors to mutate (perturbate) the vector population. It is 

considered as an enhanced model of Genetic algorithms (GA), another algorithm has 

been suggested before DE by Holland (1975), since both algorithms have mutation, 

crossover and selection. While simple GA uses binary numbers to represent problem 

parameters, DE utilizes real-valued parameters principally to solve continuous 

optimization problems. DE is also characterized by its simple structure, robustness, 

speed and its simplicity to implement. Ten different strategies of DE are suggested by 

Price and Storn. These strategies differ rely on 3 factors: number of difference vectors 
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considered for perturbation, the type of crossover and the type of vector that will be 

perturbed. By extending DE and convert it from single –objective optimization to 

Multi-objective optimization, multi-objective differential evolution (MODE) approach 

is proposed. MODE approach consists of 3 essential parts: Reproduction, Pareto-based 

approach, and selection [12, 13] 

Local search is a random search method integrated in several EAs in order to get the 

maximum overall efficiency of the algorithm [14]. Numerous algorithms can be 

classified as local search-based methods. These algorithms include iterated local 

search, simulated annealing, guided local search, tabu search and variable 

neighborhood search [1].Among several local search methods, tabu search (TS) is a 

popular one introduced by Fred Glover and it is characterized by using memories in 

order to get rid of local optima and to diversify the search [8]. 

1.1 Problem Statement 

Because of their ubiquity in our real life, Multi-objective optimization problems have 

attracted the attention of many researchers around the world and a surge of researches 

have been done in this area in the last twenty years. The crucial role that Multi-

objective evolutionary algorithms plays in solving different MOOPs has been 

becoming very clear over the years. Up to now, numerous MOEAs (including the most 

popular ones currently such as NSGA- II, SPEA2 and MOEA/D) have been introduced 

for dealing with various MOOPs [20, 21]. These MOEAs were developed by means 

of various population-based meta-heuristics like genetic algorithms, differential 

evolution and particle swarm optimization [15]. 
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In spite of the success, to some extent, that achieved by MOEAs in solving various 

multi-objective optimization problems (MOOPs), the existing approaches in the 

literature vary a lot in regard to their solutions and the technique used to compare their 

best results with other current algorithms. To put in other words, no algorithm can be 

considered as the universal optimizer for those kind of problem till now [16]. This 

motivates researchers to devote much work, efforts and time in order to develop other 

good approaches to solve MOOPs. 

1.2 Aim of the Study 

This thesis seeks to define a new approach in order to solve several multi-objective 

benchmark optimization problems. During past years, Hybridizing MOEAs with local 

search have shown better performance than using MOEAs alone [17]. Several hybrid 

approaches in which local search is incorporated with MOEAs have been developed 

in order to obtain better convergence to the Pareto front [18]. In our proposed method, 

Multi-objective differential evolution (MODE) is combined with a local search 

algorithm called Tabu search (TS) to produce a new hybrid approach.  The problems 

which this thesis aims to solve are ZDT1, ZDT2, ZDT3, ZDT4, ZDT6, UF1-UF10, 

and MaOP1-MaOP10. They will be solved using 2, 3 and 5 objectives and the results 

will be compared with the algorithm given in CEC2018. 

1.3 Significance of the Study 

Multi-objective optimization is beneficial in a wide variety of domains and fields 

such as medicine, computer science, electrical engineering, design, management, 

chemistry, physics and many other areas [19]. Multi-objective optimization gained 

its significance from its ubiquitous applications in our life since most of the real-

world problems existing today require concurrent optimization of many competing 

objectives [2]. During the past few decades, MOEAs have shown its good 



 

7 
 

performance in solving that kind of problems [20]. For this reason, a huge amount of 

research has been done in this scientific area [19]. Nevertheless, some interesting 

issues related with this subject remain open and much work is needed in this regard. 

1.4 Thesis Structure 

This thesis will be organized as follows: chapter 2 will provide general information 

about DE, MODE, TS and benchmark problems. Some of the techniques that used 

before to solve benchmark problems are also summarized in the literature review 

chapter.  After that, our proposed method will be explained in details in chapter 3.  

Next chapter will discuss the experimental results. Finally, the conclusion will be given 

in chapter 5.    
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Chapter 2 

LITERATURE REVIEW 

2.1 Overview 

Global search and optimization methods are divided into 3 groups: enumerative, 

deterministic and stochastic. Stochastic methods, such as Evolutionary algorithms 

(EAs) (like GA,DE and PSO),TS, and SA, were developed as an alternative approach 

for solving irregular problems(some NP-complete or high dimensional problems).This 

is due to the fact that several real world MOOPs in science and engineering disciplines 

are irregular and enumerative and deterministic search methods are unsuitable for 

solving these problems. Some measurement instruments called metrics are needed to 

evaluate your algorithm [8, 14]. General information about Differential evolution 

(DE), MODE (an enhanced version of DE), Tabu search (TS) and metrics will be 

provided in this chapter. This chapter will also refers to some benchmark problems 

and the previous methods used to solve them. 

2.2 Differential Evolution 

More than 2 decades ago, a simple, fast, robust and parallel direct search algorithm has 

emerged to deal with continuous optimization problems. The algorithm which 

introduced by Price and Storn is similar with previous EAs in that both of them are 

using a predefined set of operators (such as mutation and recombination) to imitate the 

evolution of a population (set of individuals). Nevertheless, the construction of the 

changing operator is the essential difference between previous EAs and DE. DE can 

be considered as an improved model of GAs. In comparison with GAs, DE uses real-
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coded values instead of binary numbers to represent problems. Moreover, while 

crossover is executed before mutation in GAs, the inverse order is applied in DE [1, 8, 

12, 13, 22].  The working principle of DE is illustrated in Figure 2.  

 

Figure 2: flowchart of DE [23] 
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2.2.1 Initialization 

Similar to other EAs, number of Individuals 𝑵𝒑 (vectors of solutions known also as 

Agents in DE) and the parameters of lower and upper bounds of each solution vector 

should be specified before executing the algorithm. Each agent in DE is initialized 

according to the following equation: 

𝑿𝒊 = 𝑋𝐿 + 𝒑𝒊 (𝑋
𝑈 − 𝑋𝐿) , i=1,2,…. 𝑵𝒑                                                                    (1) 

Where  𝑋𝐿  𝑎𝑛𝑑 𝑋𝑈  denote the lower and upper bounds of parameters and 𝒑𝒊 refer to 

a vector of numbers generated randomly in the range between 0 and 1 [24]. 

2.2.2 Mutation 

Mutation is defined in numerous dictionaries as a change or alternation. Unlike other 

EAs, Mutation in DE rely on the idea of applying differences between parent vectors 

(target vectors) to obtain a mutant (donor) vector 𝑽𝒊,𝑮 corresponding to each agent 

𝑿𝒊,𝑮. Various mutation strategies in DE has implemented but the following five are 

more frequently used than others: 

1) DE/rand/1:      𝑽𝒊,𝑮 = 𝑿𝑟1
𝑖 ,𝑮  + F.( 𝑿𝑟2

𝑖 ,𝑮  -𝑿𝑟3
𝑖 ,𝑮  )                                           (2) 

2) DE/best/1:       𝑽𝒊,𝑮 = 𝑿𝑏𝑒𝑠𝑡,𝑮  + F.( 𝑿𝑟1
𝑖 ,𝑮  -𝑿𝑟2

𝑖 ,𝑮  )                                        (3) 

3) DE/rand-to-best/1:      

                        𝑽𝒊,𝑮 = 𝑿𝑖,𝑮  + F. ( 𝑿𝑏𝑒𝑠𝑡,𝑮  -𝑿𝑖,𝑮 ) + F.( 𝑿𝑟1
𝑖 ,𝑮  -𝑿𝑟2

𝑖 ,𝑮  )          (4) 

4) DE/best/2:       𝑽𝒊,𝑮 = 𝑿𝑏𝑒𝑠𝑡,𝑮 + F.( 𝑿𝑟1
𝑖 ,𝑮  -𝑿𝑟2

𝑖 ,𝑮) + F.( 𝑿𝑟3
𝑖 ,𝑮  -𝑿𝑟4

𝑖 ,𝑮  )          (5) 

5) DE/rand/2:       𝑽𝒊,𝑮 = 𝑿𝑟1
𝑖 ,𝑮  + F.( 𝑿𝑟2

𝑖 ,𝑮  -𝑿𝑟3
𝑖 ,𝑮  ) + F.( 𝑿𝑟4

𝑖 ,𝑮  -𝑿𝑟5
𝑖 ,𝑮  )          (6) 

Where: 𝑟1
𝑖, 𝑟2

𝑖, 𝑟3
𝑖, 𝑟4

𝑖, 𝑟5
𝑖 are mutually exclusive integers selected randomly in the 

range between 1 and 𝑵𝒑 and they are different from the index i, F is a positive 

control parameter called scaling factor and normally chosen between 0.2 and 1, 
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and 𝑋𝑏𝑒𝑠𝑡,𝐺 is the best agent vector with the best objective function in the 

population at generation G [25, 26, 27]. 

2.2.3 Crossover 

After creating the mutant vector via mutation stage, a crossover operator is utilized in 

DE to produce an offspring 𝑼𝒊,𝑮 called trail vector by recombining the donor vector 

𝑽𝒊,𝑮 with the target vector 𝑿𝒊,𝑮 in order to increase the diversity of the population. In 

DE, two types of crossover are broadly used: Binomial crossover and Exponential 

crossover [26]. Mathematical formulas of exponential and binomial crossover will be 

shown in figure 3. 

In exponential crossover, two integer numbers n (which refer to the starting point in 

the target vector) and L (which indicates the number of components the target vector 

takes from the mutant vector) should be chosen randomly from the numbers in the 

interval [1,D] [26].  

In binomial crossover, the trial vector component will equal to its corresponding 

component from the donor vector if a random number between 0 and 1 is less than 

Crossover rate CR or j=𝒋𝒓𝒂𝒏𝒅. In different circumstances, the value of it will be 

identical to the value of its corresponding component value from target vector [25, 26]. 

2.2.4 Selection 

In this step, each trial vector 𝑼𝒊,𝑮  compared with its corresponding target vector 𝑿𝒊,𝑮 

according to their objective functions to determine which one of them will survive to 

the next generation G+1. If the fitness value of trial vector is the best, the 

corresponding target vector will be replaced by the trial vector. Otherwise, no change 
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will happen and the trial vector will be eliminated. Equation (7) shows the formula of 

selection operation:[26, 27] 

  𝑿𝒊,𝑮 = {
𝑼𝒊,𝑮    if f(𝑈𝑖,𝐺) ≤  f(𝑋𝑖,𝐺)

𝑿𝒊,𝑮                    otherwise
                                                                                     (7) 

 
Figure 3: Pseudo code of DE [25]. 
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2.2.5 Strategies of DE 

Although many variants of differential evolution are existed, all of them are following 

the convention DE/x/y/z where x represents the target vector, y refers to how many 

difference vectors should be considered for mutation, and z which indicates the kind 

of crossover that is used. The name of DE strategy will be modified if one of the 

parameters x, y and z is changed. According to that notation, Price and Storn introduce 

the following DE strategies: 

1) DE/rand/1/bin 

2) DE/rand/1/exp 

3) DE/best//1/bin 

4) DE/best//1/exp 

5) DE/rand//2/bin 

6) DE/rand//2/exp 

7) DE/best//2/bin 

8) DE/best//2/exp 

9) DE/rand-to-best//1/bin 

10) DE/rand-to-best//1/exp 

Where the first strategy mentioned above is considered as the standard one in DE 

method. [28, 29] 

2.3 Multi-Objective Differential Evolution 

In order to extend DE to solve multi-objective optimization problems, two main issues 

should be taken in consideration:  

1) Like any MOEA, the method should be used to increase the diversity between non-

dominated solutions is very important aspect. Two types of metrics are mostly used to 

promote diversity: Crowding distance and Fitness sharing. 
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2) The case in which the parent will be replaced by the candidate solution [22]. 

Up to now, several MOEAs such as PDE, PDEA and MODE have been developed by 

extending DE to handle MOOPs.  The first one was Pareto-frontier Differential 

Evolution (PDE) which introduced by Abbass et al in 2002. In this approach, DE is 

used to generate new individuals but only the non-dominated ones are kept to be used 

in the next generation (dominant individuals are eliminated iteratively). PDE algorithm 

has shown better performance than SPEA. After that, Madavan propose another 

algorithm known as Pareto Differential Evolution Approach (PDEA). In this approach, 

DE is also applied to generate new solutions. Once the new population is generated, 

both new and current populations are combined and subsequently the non-dominated 

rank and diversity rank for each agent are calculated. Depending on these 2 ranks, the 

best individuals are chosen in the efficient variant of PDEA (since there are two 

variants of PDEA: one of them is inefficient) [30]. 

Subsequently, Xue et al proposed another algorithm in their paper “Pareto-based multi-

objective differential evolution” and referred to that algorithm as MODE. PDEA and 

MODE are similar in that both of them utilize crowding distance metric and Pareto-

based ranking assignment. However, the manner in which Pareto-based ranking and 

crowding distance are applied in MODE is different than the manner used in PDEA. 

In MODE, the fitness value of each individual is firstly calculated (by employing 

pareto-based approach) and then decreased with regard to the crowding distance of the 

individual. According to these fitness values, the best agents are selected to be used in 

the next generation [31]. In 2005, Babu et al developed another algorithm which 

referred also as MODE in the paper “Multi-objective Optimization Using Differential 

evolution” [32].  
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2.4 Local Search 

There are local search algorithms which are used widely to solve hard optimization 

problems. By searching within the solution space, LS algorithms try to detect high-

quality solutions. Beginning with a starting solution, a new solution, which is near the 

current one, is generated iteratively. The solutions which are near the current one are 

defined by a neighborhood function. LS method is the basis of some successful 

heuristics such as simulating annealing and tabu search.[33,34] 

2.4.1 Tabu Search 

Tabu Search (TS), which can be considered as an extension of hill climbing 

techniques, is a single-objective local search algorithm proposed initially to solve large 

COPs and extended later to solve continuous optimization problems [1]. Nowadays, a 

wide variety of TS applications are existing in several branches of knowledge such as 

design, telecommunications, technology, routing, scheduling, and artificial 

intelligence [35].  

In comparison with conventional hill climbing methods, TS utilizes memories to 

dispose of being stuck in local optima by allowing non-improving moves. Short-term, 

Intermediate term and long term memories are different kinds of memories used in TS. 

While diversification of the search is the job of the long-term memory and 

intensification of the search is the task of the intermediate-term memory, the short-

term memory (called Tabu list) is employed to prohibit cycling (going back to visited 

solutions).[8] 

In addition to the termination criteria, tabu search has two significant criteria: Tabu 

criteria and aspiration criteria. Tabu criteria is responsible for classifying the solutions 
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which are visited by the algorithm once as tabu (i.e. banned) and prevent visiting those 

solutions again for a predetermined number of iterations (this number is known as tabu 

tenure). Nonetheless, tabu criteria are sometimes too powerful and may forbid visiting 

good solutions which are unvisited before. For this reason, a criterion which allow 

solutions better than current one to be selected even if they are prevented by tabu 

criterion is emerged. This criterion is called Aspiration criterion and it is considered 

as the simplest criterion that is usually used in many TS implementation. Other 

complicated aspiration criteria which are rarely used are also available. The task of 

any aspiration criteria is to enable the algorithm to break the tabu restrictions only if a 

certain condition is satisfied [1, 35, 36].  Figure 4 shows the pseudo code of tabu 

search. 

 
Figure 4: Pseudo code of Tabu search [1]. 
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2.5 Benchmark Problems 

Benchmark problems are broadly-used test functions designed to evaluate single-

objective and multi-objective EAs [37]. They play a significant role in identifying the 

weakness and strength points of EAs [38]. Nowadays, several benchmark MOOP 

suites are existing. Depending on what you want to test, the suitable benchmark test 

suite is chosen. Efficacy (quality), reliability (success rate) and efficiency (speed) are 

three basic factors which are normally considered [10]. This thesis aims to solve 25 

benchmark problems. These problems belong to 3 different test suites: ZDT, UF and 

MaOP. Nonetheless, ZDT, UF and MaOP problems are similar in that the aim in all of 

them is minimizing all of the objective functions. 

2.5.1 ZDT Benchmarks 

This suite, which constructed by Zitzler et al., consists of six different test problems 

frequently used to evaluate MOEAs. All these problems except ZDT5, which uses 

binary encoding, are real-valued problems. In contrast to the rest of ZDT problems in 

which the Pareto front is continuous, ZDT3 possess disconnected Pareto front. All 

ZDT problems are bi-objective and they cannot deal with more than 2 objectives [39, 

40, 41].  

The main characteristics and the search space of ZDT problems except the omitted one 

(ZDT5) are provided in table 1 where n refers to the number of decision variables. 

Among the problems in table 1, it is obvious that only ZDT4 has a distinct search 

space. While the domain of the first parameter in ZDT4 is [0, 1], the rest of the 

parameters of the same problem have the domain [-5, 5].  
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Table 1: ZDT problems [40, 41]. 

Problem name Parameter domains characteristics 

ZDT1 [0,1] Convex, uni-modal 

ZDT2 [0,1] Concave, multi-modal 

ZDT3 [0,1] Disconnected, multimodal/unimodal 

ZDT4 [0,1][−5,5]𝑛−1 Convex, multimodal/unimodal 

ZDT6 [0,1] Concave, multimodal 

 

Two arguments in favor of using ZDT test functions are: 

1) They have well defined Pareto-optimal front  

2) Numerous research papers which contains test results of these problems are 

widespread [41]. 

2.5.2 UF Benchmarks 

This test suite consist of ten different problems were involved in the CEC 2009 

competition and called unconstrained (bound constrained) problems. These problems, 

which are characterized by their complicated Pareto set and referred to as UF1-UF10, 

were built by Zhang et al. Depending on the number of objective functions, UF test 

suite can be classified into 2 categories. The first group contains the first seven problem 

UF1-UF7 which are bi-objective problems. The other group is composed of the rest of 

UF problems (UF8-UF10) and each member in this group has three objectives [42, 16].  

UF problems can be also categorized into four groups on the basis of the search space 

of the problem. The first group contains the problems UF1, UF2, UF5, UF6 and UF7. 

The domain of first parameter of these problems is [0, 1] while the other parameters 
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of each one of these problem possess the domain [-1, 1].  UF8, UF9 and UF10 are the 

members of the second group. The first two parameters of each of these problems have 

the domain [0, 1] whereas the domain of the remaining parameters is [-2, 2]. The third 

group have only one problem which is UF4. The domain of UF4 parameters except 

the first parameter (whose domain is [0, 1]) is [-2, 2]. UF3, in which each parameter 

has the domain [0, 1], is the only member in the fourth group. Table 2 presents the 

search space and main characteristics of UF problems [42]. 

Table 2: UF problems [42] 

Problem Search space characteristics 

UF1 [0,1][−1,1]𝑛−1 Convex, Multimodal 

UF2 [0,1][−1,1]𝑛−1 Convex, Multimodal 

UF3 [0,1]𝑛 Convex, Multimodal 

UF4 [0,1][−2,2]𝑛−1 Concave, Multimodal 

UF5 [0,1][−1,1]𝑛−1 Linear, Multimodal 

UF6 [0,1][−1,1]𝑛−1 Linear, Disconnected, Multimodal 

UF7 [0,1][−1,1]𝑛−1 Linear, Multimodal 

UF8 [0,1]2[−2,2]𝑛−2 Concave, Multimodal 

UF9 
[0,1]2[−2,2]𝑛−2 

Linear, Disconnected, Multimodal 

UF10 [0,1]2[−2,2]𝑛−2 Concave, Multimodal 

2.5.3 MaOP Benchmarks 

Ten various test problems are the members of this set of benchmark problems. MaOP 

problems are many objective problems which means that they can be applied with two 

or more objectives. In contrast to ZDT and UF problems which can only deal with two 

or three objectives, MaOPs can possess more than three objectives. If the MaOP 
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problem comprises difficult features like complicated Pareto set, disconnection, 

degeneracy, or bias, it will be more challenging. Each parameter of MaOP problems 

has the domain [0, 1] [43]. In addition to the search space of MaOPs, features of MaOP 

problems are elaborated in table 3. 

 

Table 3: MaOPs characteristics [44] 

problem Search space characteristics 

MaOP1 [0,1]𝑛 

inverse of simplex, multimodality 

,objective scales 

MaOP2 [0,1]𝑛 complicated PS 

MaOP3- MaOP4 [0,1]𝑛 complicated PS, bias 

MaOP5- MaOP6 [0,1]𝑛 degeneracy, complicated PS 

MaOP7- 

MaOP10 

[0,1]𝑛 local degeneracy, complicated PS 

2.5.4 Related work 

Several algorithms were used to solve these problems. Some of them are mentioned in 

this section and the result of these algorithms will be compared with the result of our 

proposed method in the experimental results chapter. 

The idea of joining Pareto ranking approach (originally proposed by Goldberg) and 

fitness sharing to produce a new algorithm known as non-dominated sorting genetic 

algorithm NSGA was introduced by Sirnivas and Deb in 1994 [10]. According to the 

concept of domination, individuals in the population are ranked using pareto ranking 

and classified into several categories (members of a category have the same rank). All 
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non-dominated individuals will be on the first front. After that, the same dummy 

fitness value is assigned to individuals that have the same rank. To maintain the 

diversity inside the population, Individuals in each category share their dummy fitness 

values using a sharing function approach [45, 46]. As time passed, it is found that 

NSGA suffer from the following three basic criticisms:  

1) The non-dominated sorting in NSGA characterized by its high computational 

complexity. 

2) It is non-elitist algorithm which means that some good solutions may be lost 

during the execution of the optimization process. 

3) The sharing parameter involved in the sharing function method must be 

specified. 

All the issues mentioned above were considered in a study named “A fast and Elitist 

Multiobjective Genetic Algorithm: NSGA- II”.  NSGA- II is an enhanced version of 

NSGA proposed by Deb et al in 2002 [47]. In NSGA- II, the non-dominated sorting 

(Pareto ranking) procedure is improved in order to reduce the computational 

complexity [1]. Moreover, an elitism mechanism is added to NSGA- II so that the 

performance and convergence of the algorithm is enhanced. Furthermore, the sharing 

function method is substituted by a new method called crowded-comparison approach. 

Using crowded-comparison method to preserve diversity among individuals in the 

population, there is no need to specify any additional parameter [47]. 

Local Search Based Evolutionary Multi-objective Optimization Algorithm for 

Constrained and Unconstrained Problems, which use an extension of NSGA- II called 

NSGA-II-LS [18], was one of the accepted papers in CEC2009 MOEA competition. 
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NSGA- II was extended by Deb and Jain to introduce a new algorithm called NSGA -

III. The new algorithm is efficient in solving MOOPs which possess 3 to 15 objectives. 

Unlike NSGA- II, the diversity between individuals in NSGA -III is preserved by 

adding some reference points which are well-spread and updated adaptively [48]. 

SPEA2 [49] is an elitist algorithm developed by Zitzler et al to avoid the weakness 

points of a former version called Strength Pareto Evolutionary Algorithm (SPEA). In 

addition to the regular population, SPEA [50] utilizes an external set (archive). In each 

iteration, all non-dominated individuals in the population are stored in the archive and 

the archive get rid of any dominated solutions. A clustering technique is used in SPEA 

to keep the archive size below a predefined value without changing the characteristics 

of the non-dominated front. A strength value is determined for each member of the 

archive. The strength value of an individual i is calculated by the formula 
𝑛

𝑁+1
 where 

n represents the number of individuals dominated by i and N indicates the archive size. 

The summation of the strength values of all archive members that dominate an 

individual give us the fitness value of that individual in the regular population [49, 50].  

SPEA and SPEA2 are similar in that both of them are elitist algorithms. SPEA and 

SPEA2 differs mainly in three issues:  

1) The fitness assignment strategy in SPEA2 is improved. 

2) A nearest neighbor density estimation technique is added in SPEA2 to guide 

the search more precisely. 

3) The preservation of outer solutions is guaranteed in SPEA2 by an improved 

archive truncation technique. This is due to the fact that the clustering 

technique in SPEA may not be able to maintain the boundary solutions [49]. 



 

23 
 

In spite of the fact that decomposition is one of the essential strategies in classical 

multi-objective optimization, most of the modern MOEAs (such as NSGA- II and 

SPEA2) doesn’t use this technique. Various approaches (like weighted sum approach, 

Tchebycheff approach and Boundary Intersection approach) are existing for the 

purpose of decomposition. In 2007, MOEA/D (MOEA based on decomposition) 

algorithm was suggested by Zhang and Li [51]. Using MOEA/D, the MOOP is 

decomposed to many scalar optimization subproblems and then solve them 

simultaneously [11]. This explains why diversity maintenance and fitness assignment 

can be easily handled in MOEA/D [51]. No subproblem in MOEA/D can be optimized 

without using information from its neighboring subproblems [11]. MOEA/D can deal 

with disparate scaled objectives by using objective normalization techniques. The 

performance of MOEA/D is either better than or similar to NSGA- II performance in 

relation to solution quality. While MOEA/D performs similarly to or better than 

NSGA- II with respect to solution quality, its computational complexity is lower than 

that of NSGA- II in each iteration [51]. 

 Nowadays, numerous versions of MOEA/D, such as MOEA/D-DE and MOEA/D-

GM, are available. By employing DE and polynomial mutation operators, MOEA/D 

was extended to MOEA/D-DE which developed by Li and Zhang [52]. Another 

extension of MOEA/D which won CEC2009 MOEA contest is MOEA/D-GM [53]. 

In addition to MOEA/D algorithm which was pointed out above, several MOEAs won 

the CEC2009 MOEA competition which aims to solve UF problems. The winner 

algorithms, which are mentioned in the CEC2009 MOEA contest final report [54], 

comprises GDE3 [55], DMOEA/DD [56], MTS [57], LiuLi Algorithm [58], 
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OWMOSaDE [59], ClusteringMOEA [60], AMGA [61], MOEP [62] and 

DECMOSA-SQP [63]  

2.6 Metrics 

The performance of any multi-objective optimization method is measured using some 

measurement instruments called metrics [3]. Various kinds of metrics are available for 

that purpose and some of them will be described here. Before using any of these 

metrics, the standard pareto front (PF-true) should be known [64]. 

2.6.1 Error Ratio (ER) 

To indicate how many vectors in the pareto front generated by the algorithm (PF-

known) whose fitness functions are not elements of PF-true, ER is used [8]. According 

to the following formula, ER is calculated 

ER≜ 
∑ 𝑒𝑖

𝑛
𝑖=1

𝑛
 

Where n refers to how many vectors are represented in PF-known and 𝑒𝑖 =1 unless the 

objective functions of vector i belong to PF-true [3]. 

2.6.2 Generational Distance (GD) 

This metric utilized to indicate how much is the average Euclidean distance between 

elements of PF-known and the nearest members of PF-true [65]. GD is determined 

using the following mathematical expression: 

GD= 
(∑ 𝑑𝑖

𝑝
)𝑛

𝑖=1

1
𝑝

𝑛
 

Where p=2, d represents the Euclidean distance existed between each solution i and 

the nearest solution of PF-true, and n indicates how many elements are in PF-known 

[66, 3]. 
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2.6.3 Inverted Generational Distance  

This metric utilized to indicate how much is the minimal Euclidean distance between 

elements of PF-known and the nearest members of PF-true [65]. IGD is calculated 

using the following formula: 

IGD≜ 
(∑ �̅�𝑖

𝑝
)𝑚

𝑖=1

1
𝑝

𝑚
 

Where �̅�𝑖
𝑝
 denotes the minimum Euclidean distance from each element i in PF-known 

and the nearest member of PF-true [66,67]. 

2.6.4 Hyperarea and Hyperarea Ratio 

Objective space volume between the members of known-PF and true-PF is determined 

by using a measurement instrument called Hypervolume (HV). The best value among 

several Hypervolume values is the largest one. Hypervolume value is computed by the 

formula [1]: 

𝐻𝑉𝑘 = 
𝐻𝑉𝑘

∗
 

 𝑚ax𝑖 = 1,2, . . . , 𝑁 𝐻𝑉𝑖
∗
 

where k=1,2,….., N,  𝐻𝑉𝑘 is the normalized value of 𝐻𝑉𝑘
∗ and 𝐻𝑉𝑘

∗  is the kth 

hypervolume value for a test problem. 
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Chapter 3 

METHODOLOGY 

In this study, Multi-Objective Differential Evolution (MODE) is employed to define a 

new approach which aims to solve ZDT,UF and MaOP problems. Four distinct 

variants of our algorithm were developed and introduced in this thesis. Each one of 

these variants will be discussed in detail in this chapter.  

3.1 Software Used 

As mentioned in chapter 2, several MOEAs which are based on DE are available 

currently and some of them are referred as MODE. The source code for Multi-

objective differential evolution algorithm MODE, which utilized in this thesis, was 

developed by Meza G. M. The flowchart of this algorithm is illustrated on figure 5.  

Before running the algorithm, all required parameters should be set. These parameters 

include number of objectives, number of decision variables, number of evaluation 

functions, number of generations, and population size. The algorithm starts working 

by creating the population using random techniques and then evaluating the objective 

functions of each individual in the population. 

The next two steps are mutation stage and crossover stage respectively. This algorithm 

uses the DE/rand/1/ mutation scheme (in which 3 agents are selected randomly to 

produce the donor (mutant) vector) and bionomial crossover (the working principle of 

this type of crossover is illustrated in figure 3). This means that DE/rand/1/bin strategy 
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(the standard DE strategy) is the only strategy that employed in this algorithm to create 

the trial vector. Then the cost functions of the trial vector is calculated and 

subsequently compared their corresponding cost functions of the corresponding target 

vector. 

Figure 5: Flowchart of MODE algorithm 

After that, the target vector is replaced by the trial vector only if the trial vector 

objective functions are better than their corresponding objective functions of the 

corresponding target vector. This step is called selection stage. After doing this process 

(mutation, crossover and selection stages) for all agents in the population, a new 

generation (population) will be formed and this process will be applied on the new 

generation. This will last until the stopping criteria (reaching the maximum number of 
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generations) is satisfied. Afterward, the fitness values of each two individuals in the 

population will be compared on the basis of Pareto dominance relation to determine 

the non-dominated individuals which are also known as Pareto optimal solutions. 

3.2 Version 1: MODE using 10 Different DE Strategies (mnv-MODE 

V1) 

After setting all relevant parameters and defining objective functions, this version start 

running by creating DE population randomly and subsequently evaluating the 

objective function of each member of the parent population. Then the individuals in 

the population are ranked on the basis of the number of individuals that each individual 

dominated by. The non-dominated solutions will get the first rank and subsequently 

added to an external population known as archive. 

Afterward, the parent population is divided into ten subpopulations where each 

subpopulation consists of the same number of agents. Instead of using only one DE 

strategy, 10 different DE strategies will be utilized to create the trial vector. Each 

subpopulation will utilizes a DE variant (which is not used in the other nine 

subpopulations) to do this task. The DE strategies which used in this thesis are 

mentioned before in chapter 2. Six of these strategies utilizes the best agent vector 

𝑋𝑏𝑒𝑠𝑡 in addition to the randomly selected vectors to produce the mutant vector. 𝑋𝑏𝑒𝑠𝑡 

is selected randomly from the non-dominated solutions in the archive. Then the 

objective functions of the trial vector are evaluated. The next stage is selection which 

is same as selection step in MODE. Whenever Mutation, Crossover and selection 

stages are done for all population members, a new population is emerged. Then the 

new population individuals are ranked (using the same way in which the old population 

members were ranked) and the non-dominated solutions are added to the archive. 
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Afterward, the archive is updated by removing any dominated solution from the 

archive. Then the same progress from dividing population step until this step is 

performed using the new population. This cycle remains active unless the termination 

criterion (number of generation will be equal to 𝐺𝑚𝑎𝑥) is satisfied. If the stopping 

criterion is satisfied and pareto-dominance relation is applied on the last population, 

this algorithm will yield Pareto optimal solutions. Figure 6 shows the flowchart of the 

algorithm of version 1. 

 
Figure 6: Flowchart of version 1 algorithm 
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3.3 Version 2: mnv-MODE V2 

  
Figure 7: Flowchart of version 2 algorithm 

As shown in figure 7, most of the steps of the algorithm in this version is same as the 

steps of version 1 algorithm. The differences between version 1 and version 2 are 

concentrated in the following points: 

 Instead of dividing the parent population into 10 subpopulation, we will define 

an integer L. The value of L equal the quotient of dividing maximum number 

of generations 𝐺𝑚𝑎𝑥 by 10. 
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 In each number of generations equal to L, a DE strategy which is not used in 

another L generations is employed to generate the trial vector corresponding to 

each agent in the population.  

After obtaining the trial vector, the remaining steps of this version is exactly the same 

as the steps of version 1 algorithm after creating the trial vector. 

3.4 Version 3: mnv-MODE V3 

Similar to the previous versions, this version beginning with initialize population 

randomly after defining all required parameters and objective functions. Then the 

algorithm follow the same steps of version 2 until the stage in which an integer L is 

defined. Like version 2, the value of this integer L equal the result of the division 

process when dividing 𝐺𝑚𝑎𝑥 by 10. We referred to the first L generations as G1, the 

second L generations as G2, the third L generations as G3 and so on. Afterward, either 

procedure A or procedure B will be performed on the current population. 

In the generations which belong to G1, G3, G5, G7 or G9, the procedure A which 

consists of following steps will be done: 

1) Divide the population into 10 subpopulations (groups) in which each 

subpopulation contain the same number of individuals. 

2) A DE strategy is employed in each subpopulation to obtain the trial vector and 

subsequently the objective functions of this trial vector are evaluated. The DE 

strategy which utilized in one subpopulation will not be used in the other nine 

subpopulations.  

3) Each subpopulation is ranked on the basis of the answer of the following 

question: how many individuals are dominated an individual? 
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The non-dominated solutions, which have the first rank, in each subpopulation 

are stored in an additional archive related with that subpopulation. After each 

generation, all the archives will be updated and all dominated solutions will be 

eliminated. 

After the last generation in G1, the inverted generational distance IGD of each 

subpopulation will be computed. Subsequently, the minimum IGD value among the 

ten IGD values is selected as the best IGD value 𝐼𝐺𝐷𝑏𝑒𝑠𝑡. 𝐼𝐺𝐷𝑏𝑒𝑠𝑡 is updated once after 

the last generation in each one of the following groups: G3, G5, G7 and G9. In 

procedure B which executed in G2, G4, G6, G8 and G10 generations, the DE strategy 

which utilized in the subpopulation whose IGD value is the best will be performed in 

the whole population.  

After applying procedure A or B, the algorithm move to the selection stage to produce 

the new population. As in version1 and 2, the new population is then ranked and the 

non-dominated solutions will be added to the archive. The archive will be updated 

after each generation. If the maximum number of generations 𝐺𝑚𝑎𝑥 is reached, Pareto-

dominance relation is performed on the current population to get the pareto optimal 

solutions. Figure 8 illustrate the working principle of this version. 
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       Figure 8: Flowchart of version 3 algorithm. 
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3.5 Version 4: mnv-MODE V4 

Figure 9: Working principle of version 4 

In this version, only one stage is added to the algorithm of the previous version. This 

stage is the usage of tabu search to increase the efficiency of the algorithm. This stage 

follows the step in which the best DE variant (the strategy which possess 𝐼𝐺𝐷𝑏𝑒𝑠𝑡) is 
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applied in the population in each generation belongs to G2, G4, G6, G8 and G10. All 

the steps which lies before and after this stage is exactly the same as the steps in version 

3 and performed in the same way. In this stage, ten agents are chosen randomly from 

the population and tabu search will be applied on each one of these agents for 15 

iteration. Figure 9 demonstrate the flowchart of this version. 
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Chapter 4 

EXPERIMENTAL RESULTS 

This chapter highlights the experimental results of this study and can be organized as 

follows: firstly, the results of our four proposed methods are presented and then 

compared with their corresponding results of another algorithms. Lastly, Fredman test 

which was applied to rank the algorithms is explained and the algorithms are sorted 

according to that ranking procedure.  

To check the robustness, effectiveness and efficiency of the proposed algorithms, 

various test problems are needed. Twenty-five different benchmark problems were 

employed in this study as test problems to obtain the results and evaluate our proposed 

algorithms. The detailed information of these problems was provided/presented in 

chapter 2. This information include the number of objective (𝑁𝑜𝑏𝑗) of each problem. 

In contrast to ZDT and UF problems in which 𝑁𝑜𝑏𝑗 is a fixed number and cannot be 

changed, the number of objective in MaOP problems can be set to 3, 5, 8 or 10 which 

means that we can easily change 𝑁𝑜𝑏𝑗  value if the test problem belongs to MaOP1-

MaOP10 problems. In this thesis, each one of MaOP problems was applied twice: once 

with three objectives and the second time with five objectives.  
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4.1 Experimental settings and simulation results 

Each algorithm aims to solve a ZDT or UF problem was executed 30 independent 

times. On the other hand, only 20 runs were performed independently by each 

algorithm seeks to solve one of the MaOP problems. We will refer to this number of 

independent runs as 𝑵𝒓𝒖𝒏𝒔 in this thesis. Table 4 illustrates the parameters settings 

used for all algorithms in this study. The algorithm is terminated when the maximum 

number of function evaluations MaxFunEvals or the maximum number of 

generations MaxGen is reached (taken in consideration that MaxFunEvals =. 

MaxGen * Population size).  

Table 4: parameter settings utilized in this study 

 
Number of 

decision 

variables 

Population size 

(pop) 

Maximum number of 

evaluation functions 

(Maxfunevals) 

ZDT1-ZDT3 30 100 30000 

ZDT4 and ZDT6 10 100 30000 

UF1-UF7 30 100 300000 

UF8-UF10 30 150 300000 

MaOP1-MaOP10 

for 3 objectives 

20 300 150000 

MaOP1-MaOP10 

for 5 objectives 

20 500 250000 

The metric which utilized in this thesis to measure the performance of the algorithms 

is IGD metric. Among several obtained solutions of a test problem, the solution whose 

IGD value is the smallest is considered as the best solution. The simulation results of 

version1 to version 4 are reported respectively in the tables from table 5 to table 8. 
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Each test problem is expressed by 4 IGD values (the best (Min), worst (Max), mean 

and standard deviation (std)) in these tables. 

Table 5: IGD values for all problems using version 1. 

 best worst mean std 

ZDT1 2.74E-04 5.00E-04 3.78E-04 6.31E-05 

ZDT2 5.89E-04 1.34E-03 8.41E-04 1.80E-04 

ZDT3 6.24E-04 1.41E-03 9.76E-04 2.29E-04 

ZDT4 1.57E-02 6.30E-02 4.13E-02 1.09E-02 

ZDT6 2.88E-04 6.48E-04 4.45E-04 1.03E-04 

UF1 5.34E-04 1.10E-03 6.84E-04 1.46E-04 

UF2 4.54E-04 8.45E-04 5.96E-04 1.03E-04 

UF3 5.57E-03 7.39E-03 6.34E-03 3.96E-04 

UF4 1.17E-03 1.38E-03 1.22E-03 3.93E-05 

UF5 5.71E-02 1.05E-01 8.77E-02 1.16E-02 

UF6 9.15E-03 1.43E-02 1.23E-02 1.19E-03 

UF7 1.96E-03 1.28E-02 5.21E-03 3.21E-03 

UF8 1.59E-03 3.08E-03 2.04E-03 3.11E-04 

UF9 1.18E-03 2.09E-03 1.64E-03 2.52E-04 

UF10 5.91E-03 8.76E-03 6.88E-03 6.23E-04 

MaOP1* 5.09E-01 5.23E-01 5.16E-01 3.65E-03 

MaOP2* 3.59E-03 5.07E-03 4.18E-03 4.39E-04 

MaOP3* 2.65E+00 2.96E+00 2.82E+00 8.27E-02 

MaOP4* 2.09E-02 2.09E-02 2.09E-02 1.37E-06 

MaOP5* 1.57E-02 1.73E-02 1.63E-02 5.04E-04 

MaOP6* 1.17E-02 1.71E-02 1.36E-02 1.22E-03 

MaOP7* 7.94E-03 1.00E-02 9.01E-03 6.47E-04 

MaOP8* 7.36E-03 1.16E-02 9.14E-03 1.19E-03 

MaOP9* 1.20E-02 2.29E-02 1.66E-02 2.74E-03 

MaOP10* 9.28E-03 1.25E-02 1.04E-02 8.42E-04 

MaOP1** 4.03E-01 4.12E-01 4.07E-01 2.52E-03 

MaOP2** 2.43E-03 2.95E-03 2.65E-03 1.29E-04 

MaOP3** 1.52E+00 1.67E+00 1.60E+00 3.57E-02 

MaOP4** 9.75E-03 9.95E-03 9.83E-03 5.14E-05 

MaOP5** 7.98E-03 9.38E-03 8.78E-03 3.91E-04 

MaOP6** 7.96E-03 1.10E-02 9.63E-03 9.12E-04 

MaOP7** 4.05E-03 5.12E-03 4.59E-03 2.79E-04 

MaOP8** 4.27E-03 5.56E-03 4.89E-03 3.51E-04 

MaOP9** 5.23E-03 8.34E-03 6.09E-03 8.99E-04 

MaOP10** 4.34E-03 4.96E-03 4.61E-03 1.85E-04 

*3 objectives 

**5 objectives 
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Table 6: IGD values for all problems using version 2. 

 best worst mean std 

ZDT1 3.48E-04 1.40E-03 6.12E-04 2.42E-04 

ZDT2 5.62E-03 2.31E-02 1.72E-02 7.09E-03 

ZDT3 5.26E-04 1.52E-03 9.58E-04 2.86E-04 

ZDT4 5.30E-02 1.12E-01 7.59E-02 1.54E-02 

ZDT6 7.15E-04 1.50E-02 2.87E-03 3.24E-03 

UF1 5.59E-04 1.43E-03 7.42E-04 2.05E-04 

UF2 6.66E-04 1.20E-03 9.12E-04 1.67E-04 

UF3 5.21E-03 9.19E-03 7.31E-03 1.03E-03 

UF4 1.21E-03 1.33E-03 1.25E-03 3.10E-05 

UF5 5.61E-02 1.19E-01 8.11E-02 1.41E-02 

UF6 4.16E-03 1.29E-02 8.25E-03 2.77E-03 

UF7 1.39E-03 1.08E-02 4.26E-03 2.06E-03 

UF8 4.49E-03 5.68E-03 5.51E-03 2.91E-04 

UF9 2.95E-03 5.34E-03 4.44E-03 6.12E-04 

UF10 4.51E-03 5.57E-03 5.11E-03 2.67E-04 

MaOP1* 5.15E-01 5.23E-01 5.19E-01 1.87E-03 

MaOP2* 3.90E-03 5.02E-03 4.51E-03 3.30E-04 

MaOP3* 2.19E+00 2.49E+00 2.32E+00 8.87E-02 

MaOP4* 2.09E-02 2.09E-02 2.09E-02 1.00E-06 

MaOP5* 1.75E-02 2.75E-02 1.95E-02 2.28E-03 

MaOP6* 1.22E-02 2.41E-02 1.69E-02 3.71E-03 

MaOP7* 7.66E-03 1.70E-02 1.06E-02 2.27E-03 

MaOP8* 8.62E-03 1.29E-02 1.06E-02 1.17E-03 

MaOP9* 1.02E-02 2.72E-02 1.89E-02 3.93E-03 

MaOP10* 9.34E-03 1.75E-02 1.12E-02 1.95E-03 

MaOP1** 4.05E-01 4.15E-01 4.10E-01 2.73E-03 

MaOP2** 2.33E-03 2.73E-03 2.53E-03 1.29E-04 

MaOP3** 1.09E+00 1.24E+00 1.19E+00 3.22E-02 

MaOP4** 9.83E-03 1.00E-02 9.91E-03 5.60E-05 

MaOP5** 9.24E-03 9.65E-03 9.59E-03 8.74E-05 

MaOP6** 7.78E-03 1.44E-02 1.14E-02 1.52E-03 

MaOP7** 5.17E-03 6.21E-03 5.71E-03 2.85E-04 

MaOP8** 5.79E-03 7.35E-03 6.50E-03 4.12E-04 

MaOP9** 5.10E-03 7.64E-03 5.71E-03 6.55E-04 

MaOP10** 4.27E-03 5.19E-03 4.62E-03 2.44E-04 

*3 objectives 

**5 objectives 
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Table 7:  IGD values for all problems using version 3. 

 best worst mean std 

ZDT1 2.68E-04 6.40E-04 3.99E-04 7.71E-05 

ZDT2 6.38E-04 4.28E-03 1.82E-03 1.11E-03 

ZDT3 5.43E-04 1.65E-03 9.16E-04 2.83E-04 

ZDT4 3.46E-03 5.55E-02 1.96E-02 1.27E-02 

ZDT6 2.72E-04 1.35E-03 5.44E-04 2.48E-04 

UF1 5.28E-04 9.86E-04 7.03E-04 1.24E-04 

UF2 4.72E-04 8.01E-04 5.86E-04 7.43E-05 

UF3 5.33E-03 7.10E-03 6.02E-03 4.05E-04 

UF4 1.21E-03 1.34E-03 1.24E-03 3.34E-05 

UF5 3.94E-02 1.07E-01 7.19E-02 2.20E-02 

UF6 4.16E-03 1.43E-02 9.74E-03 3.53E-03 

UF7 1.32E-03 8.37E-03 3.53E-03 1.55E-03 

UF8 1.58E-03 4.49E-03 2.77E-03 8.47E-04 

UF9 1.07E-03 3.08E-03 1.71E-03 4.16E-04 

UF10 5.72E-03 7.76E-03 6.56E-03 5.05E-04 

MaOP1* 5.00E-01 5.10E-01 5.05E-01 2.21E-03 

MaOP2* 2.58E-03 4.65E-03 3.76E-03 5.30E-04 

MaOP3* 1.94E+00 2.37E+00 2.16E+00 1.27E-01 

MaOP4* 2.09E-02 2.09E-02 2.09E-02 5.48E-07 

MaOP5* 1.70E-02 1.78E-02 1.74E-02 1.94E-04 

MaOP6* 1.30E-02 2.61E-02 1.58E-02 3.07E-03 

MaOP7* 6.80E-03 1.21E-02 8.82E-03 1.59E-03 

MaOP8* 6.70E-03 1.01E-02 8.27E-03 9.42E-04 

MaOP9* 1.08E-02 2.51E-02 1.61E-02 4.35E-03 

MaOP10* 7.84E-03 1.27E-02 9.42E-03 1.04E-03 

MaOP1** 3.90E-01 4.01E-01 3.95E-01 3.22E-03 

MaOP2** 2.17E-03 2.81E-03 2.48E-03 1.67E-04 

MaOP3** 1.18E+00 1.49E+00 1.32E+00 8.92E-02 

MaOP4** 1.92E-02 2.20E-02 2.07E-02 9.73E-04 

MaOP5** 9.31E-03 9.57E-03 9.43E-03 7.46E-05 

MaOP6** 6.19E-03 1.21E-02 9.18E-03 1.58E-03 

MaOP7** 3.60E-03 5.16E-03 4.05E-03 4.98E-04 

MaOP8** 3.68E-03 5.95E-03 4.72E-03 8.18E-04 

MaOP9** 4.43E-03 7.44E-03 5.13E-03 6.85E-04 

MaOP10** 3.84E-03 4.61E-03 4.23E-03 1.97E-04 

*3objectives 

**5objectives 

 

 

 



 

41 
 

Table 8: IGD values for all problems using version 4. 

 best worst mean std 

ZDT1 3.08E-04 4.51E-04 3.76E-04 4.12E-05 

ZDT2 6.38E-04 4.32E-03 1.91E-03 9.43E-04 

ZDT3 6.30E-04 1.57E-03 9.96E-04 2.59E-04 

ZDT4 1.72E-03 1.70E-02 5.78E-03 4.45E-03 

ZDT6 2.91E-04 2.10E-03 6.22E-04 4.55E-04 

UF1 4.37E-04 1.35E-03 7.15E-04 2.79E-04 

UF2 4.56E-04 9.94E-04 6.26E-04 1.22E-04 

UF3 3.08E-03 4.64E-03 3.70E-03 4.07E-04 

UF4 1.20E-03 1.32E-03 1.25E-03 3.23E-05 

UF5 2.78E-02 4.95E-02 3.85E-02 5.98E-03 

UF6 3.92E-03 7.97E-03 5.30E-03 1.20E-03 

UF7 1.65E-03 4.51E-03 3.05E-03 8.05E-04 

UF8 1.35E-03 3.85E-03 2.66E-03 6.96E-04 

UF9 9.62E-04 2.74E-03 1.57E-03 3.78E-04 

UF10 3.38E-03 5.55E-03 4.46E-03 5.18E-04 

MaOP1* 5.02E-01 5.16E-01 5.07E-01 3.73E-03 

MaOP2* 2.76E-03 4.67E-03 3.49E-03 5.11E-04 

MaOP3* 1.91E+00 2.85E+00 2.23E+00 2.07E-01 

MaOP4* 2.09E-02 2.09E-02 2.09E-02 1.04E-06 

MaOP5* 1.69E-02 1.81E-02 1.75E-02 3.53E-04 

MaOP6* 1.13E-02 2.07E-02 1.41E-02 2.40E-03 

MaOP7* 6.39E-03 1.05E-02 7.53E-03 1.13E-03 

MaOP8* 6.06E-03 1.21E-02 8.64E-03 1.68E-03 

MaOP9* 1.03E-02 2.66E-02 1.57E-02 5.48E-03 

MaOP10* 8.30E-03 1.11E-02 9.19E-03 7.55E-04 

MaOP1** 3.91E-01 3.99E-01 3.95E-01 2.45E-03 

MaOP2** 2.07E-03 3.06E-03 2.43E-03 2.15E-04 

MaOP3** 1.17E+00 1.42E+00 1.32E+00 7.77E-02 

MaOP4** 9.73E-03 9.92E-03 9.82E-03 5.27E-05 

MaOP5** 8.46E-03 9.56E-03 9.32E-03 2.57E-04 

MaOP6** 6.89E-03 1.12E-02 8.61E-03 1.08E-03 

MaOP7** 3.36E-03 4.97E-03 4.18E-03 5.50E-04 

MaOP8** 3.59E-03 5.94E-03 4.31E-03 5.98E-04 

MaOP9** 4.42E-03 6.71E-03 5.06E-03 5.58E-04 

MaOP10** 3.87E-03 4.55E-03 4.22E-03 1.77E-04 

*3objectives 

**5objectives 
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As shown in tables 5-8, MaOP3 and then MaOP1 are the hardest problem to solve. By 

setting the number of objective in MaOP problems to five, it is observed that the 

obtained IGD values are better than when it was set as three. For UF problems and all 

two objective problems, it can be seen that the IGD values obtained by UF5 are the 

largest and the worst. The tables shows also that ZDT4 has the worst IGD value among 

ZDT problems. For 3-objective UF problems, the performance of the four proposed 

methods on UF9 is better than the other two problems (UF8 and UF10). 

The final approximation set with the smallest IGD values for all test problems solved 

by mnv-MODE v4 are plotted in the figures 10-14. Figures 10–14 illustrates PF-true 

and PF-known for ZDT, UF and 3 objective MaOP problems solved by version 4. 

While the black stars in the figures 10-12 indicates/represents the pareto-front obtained 

by version 4, the true pareto front is represented by cyan dots in these figures. These 

figures shows that version 4 achieved good IGD results/ values on the majority of the 

test problems. Figures 10-14 shows that most of the problems has good convergence 

towards the true pareto front in most test instance. The divergence of the solutions in 

the obtained pareto front can be noticed easily by looking at the Figures 10-14. 
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Figure 10: Best Pareto-fronts of ZDT1-ZDT4 and ZDT6 in mnv-MODE v4 
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Figure 11: Best Pareto-fronts of UF1-UF5 in mnv-MODE v4 
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Figure 12: Best Pareto-fronts of UF6-UF10 in mnv-MODE v4 
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Figure 13: Best Pareto-fronts of MaOP1-MaOP5 in mnv-MODE v4 
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Figure 14: Best Pareto-fronts of MaOP6-MaOP10 in mnv-MODE v4 
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4.2 Result of comparing MODE with the four proposed methods. 

Table 9: Results Comparisons between MODE and the proposed methods. 

 MODE 
mnv-MODE 

v1 
mnv-MODE 

v2 
mnv-MODE 

v3 
mnv-MODE 

v4  

ZDT1 6.244E-04 3.778E-04 6.119E-04 3.993E-04 3.760E-04 

ZDT2 1.555E-02 8.408E-04 1.715E-02 1.824E-03 1.915E-03 

ZDT3 9.874E-04 9.760E-04 9.576E-04 9.164E-04 9.959E-04 

ZDT4 2.081E-01 4.132E-02 7.595E-02 1.961E-02 5.780E-03 

ZDT6 1.756E-03 4.453E-04 2.866E-03 5.440E-04 6.220E-04 

UF1 2.817E-03 6.837E-04 7.422E-04 7.025E-04 7.155E-04 

UF2 1.187E-03 5.960E-04 9.115E-04 5.858E-04 6.262E-04 

UF3 8.508E-03 6.336E-03 7.313E-03 6.018E-03 3.698E-03 

UF4 2.190E-03 1.223E-03 1.255E-03 1.244E-03 1.249E-03 

UF5 2.251E-01 8.769E-02 8.112E-02 7.188E-02 3.850E-02 

UF6 1.463E-02 1.233E-02 8.249E-03 9.737E-03 5.299E-03 

UF7 1.348E-02 5.205E-03 4.262E-03 3.530E-03 3.049E-03 

UF8 5.600E-03 2.041E-03 5.508E-03 2.774E-03 2.662E-03 

UF9 5.050E-03 1.639E-03 4.435E-03 1.707E-03 1.572E-03 

UF10 2.068E-02 6.881E-03 5.112E-03 6.560E-03 4.458E-03 

MaOP1* 5.886E-01 5.157E-01 5.188E-01 5.048E-01 5.071E-01 

MaOP2* 2.128E-02 4.184E-03 4.513E-03 3.755E-03 3.494E-03 

MaOP3* 3.159E+00 2.819E+00 2.320E+00 2.164E+00 2.232E+00 

MaOP4* 2.288E-02 2.090E-02 2.090E-02 2.090E-02 2.090E-02 

MaOP5* 1.985E-02 1.633E-02 1.950E-02 1.735E-02 1.746E-02 

MaOP6* 2.567E-02 1.356E-02 1.687E-02 1.578E-02 1.408E-02 

MaOP7* 3.177E-02 9.005E-03 1.063E-02 8.817E-03 7.530E-03 

MaOP8* 3.142E-02 9.142E-03 1.064E-02 8.270E-03 8.640E-03 

MaOP9* 5.366E-02 1.660E-02 1.892E-02 1.606E-02 1.567E-02 

MaOP10* 4.425E-02 1.043E-02 1.120E-02 9.422E-03 9.185E-03 

MaOP1** 4.881E-01 4.066E-01 4.097E-01 3.951E-01 3.946E-01 

MaOP2** 1.831E-02 2.652E-03 2.534E-03 2.482E-03 2.430E-03 

MaOP3** 2.099E+00 1.604E+00 1.195E+00 1.321E+00 1.323E+00 

MaOP4** 9.912E-03 9.835E-03 9.908E-03 2.066E-02 9.824E-03 

MaOP5** 9.552E-03 8.780E-03 9.588E-03 9.433E-03 9.320E-03 

MaOP6** 2.066E-02 9.627E-03 1.145E-02 9.176E-03 8.606E-03 

MaOP7** 5.782E-03 4.594E-03 5.706E-03 4.050E-03 4.181E-03 

MaOP8** 6.233E-03 4.887E-03 6.505E-03 4.718E-03 4.312E-03 

MaOP9** 5.482E-03 6.086E-03 5.711E-03 5.125E-03 5.057E-03 

MaOP10*
* 

4.584E-03 4.613E-03 4.618E-03 4.233E-03 4.221E-03 

*3objectives 

**5objectives 
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The mean IGD values of MODE and the four proposed methods are presented in table 

9 in which the best mean IGD value is highlighted. None of these proposed methods 

has better IGD values than the rest on all test problems. From table 9, it is observed 

that version 4 outperforms the other algorithms in 19 test instance and version 3 

outperforms other MOEAs only in 7 test problems. It can be seen also that version 1 

is better than other methods in 8 test instances and version 2 is better than others only 

in the five objective MaOP3. It is also noticed that version 4 achieved the best 

performance in the 5-objective MaOPs. 

4.3 Result of comparing our four proposed methods with other 

MOEAs. 

After running each algorithm 𝑵𝒓𝒖𝒏𝒔 times, the mean IGD values for each algorithm on 

different problems is computed. In tables 10-21, each one of our four proposed 

methods is compared with other MOEAs on the basis of the average IGD value of each 

algorithm on several test instances. The highlighted value in each row indicates the 

best mean IGD value of the corresponding test problem and refers to the algorithm 

which achieved/has the best performance on this problem.  

Table 10: Average IGD results of version 1 and other MOEAs on ZDT problems 

 mnv-MODE v1 MODE NSGA- II MOEA/D SPEA2 

ZDT1 3.78E-04 6.24E-04 4.55E-03 8.18E-03 3.88E-03 

ZDT2 8.41E-04 1.55E-02 4.74E-03 9.09E-03 3.89E-03 

ZDT3 9.76E-04 9.87E-04 3.46E-02 1.73E-02 7.83E-03 

ZDT4 4.13E-02 2.08E-01 5.93E-03 2.63E-02 5.07E-03 

ZDT6 4.45E-04 1.76E-03 3.68E-03 6.47E-03 3.15E-03 
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Table 12: Average IGD results of version 1 and other MOEAs on MaOP problems 

 mnv-MODE v1 MODE MOEA/D NSGA-III 

MaOP1* 5.16E-01 5.89E-01 5.47E-01 5.12E-01 

MaOP2* 4.18E-03 2.13E-02 1.14E-02 5.38E-03 

MaOP3* 2.82E+00 3.16E+00 4.67E-01 2.62E+00 

MaOP4* 2.09E-02 2.29E-02 2.09E-02 2.13E-02 

MaOP5* 1.63E-02 1.98E-02 8.07E-02 1.27E-02 

MaOP6* 1.36E-02 2.57E-02 5.71E-02 1.16E-02 

MaOP7* 9.01E-03 3.18E-02 4.20E-02 2.27E-02 

MaOP8* 9.14E-03 3.14E-02 3.68E-02 2.34E-02 

MaOP9* 1.66E-02 5.37E-02 6.51E-02 3.36E-02 

MaOP10* 1.04E-02 4.42E-02 3.91E-02 3.42E-02 

MaOP1** 4.07E-01 4.88E-01 4.49E-01 4.89E-01 

MaOP2** 2.65E-03 1.83E-02 4.56E-03 6.72E-03 

MaOP3** 1.60E+00 2.10E+00 1.16E-02 2.44E+00 

MaOP4** 9.83E-03 9.91E-03 1.02E-02 1.14E-02 

MaOP5** 8.78E-03 9.55E-03 4.26E-02 2.23E-02 

MaOP6** 9.63E-03 2.07E-02 3.14E-02 9.52E-02 

MaOP7** 4.59E-03 5.78E-03 1.28E-02 1.19E-02 

MaOP8** 4.89E-03 6.23E-03 1.14E-02 1.59E-02 

MaOP9** 6.09E-03 5.48E-03 1.93E-02 2.38E-02 

MaOP10** 4.61E-03 4.58E-03 1.69E-02 3.82E-02 

* 3objectives 

**5objectives 

Table 13: Average IGD results of version 2 and other MOEAs on ZDT problems 

 mnv-MODE v2 MODE NSGA- II MOEA/D SPEA2 

ZDT1 6.12E-04 6.24E-04 4.55E-03 8.18E-03 3.88E-03 

ZDT2 1.72E-02 1.55E-02 4.74E-03 9.09E-03 3.89E-03 

ZDT3 9.58E-04 9.87E-04 3.46E-02 1.73E-02 7.83E-03 

ZDT4 7.59E-02 2.08E-01 5.93E-03 2.63E-02 5.07E-03 

ZDT6 2.87E-03 1.76E-03 3.68E-03 6.47E-03 3.15E-03 
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Table 15: Average IGD results of version 2 and other MOEAs on MaOP problems 

 mnv-MODE v2 MODE MOEA/D NSGA-III 

MaOP1* 5.19E-01 5.89E-01 5.47E-01 5.12E-01 

MaOP2* 4.51E-03 2.13E-02 1.14E-02 5.38E-03 

MaOP3* 2.32E+00 3.16E+00 4.67E-01 2.62E+00 

MaOP4* 2.09E-02 2.29E-02 2.09E-02 2.13E-02 

MaOP5* 1.95E-02 1.98E-02 8.07E-02 1.27E-02 

MaOP6* 1.69E-02 2.57E-02 5.71E-02 1.16E-02 

MaOP7* 1.06E-02 3.18E-02 4.20E-02 2.27E-02 

MaOP8* 1.06E-02 3.14E-02 3.68E-02 2.34E-02 

MaOP9* 1.89E-02 5.37E-02 6.51E-02 3.36E-02 

MaOP10* 1.12E-02 4.42E-02 3.91E-02 3.42E-02 

MaOP1** 4.10E-01 4.88E-01 4.49E-01 4.89E-01 

MaOP2** 2.53E-03 1.83E-02 4.56E-03 6.72E-03 

MaOP3** 1.19E+00 2.10E+00 1.16E-02 2.44E+00 

MaOP4** 9.91E-03 9.91E-03 1.02E-02 1.14E-02 

MaOP5** 9.59E-03 9.55E-03 4.26E-02 2.23E-02 

MaOP6** 1.14E-02 2.07E-02 3.14E-02 9.52E-02 

MaOP7** 5.71E-03 5.78E-03 1.28E-02 1.19E-02 

MaOP8** 6.50E-03 6.23E-03 1.14E-02 1.59E-02 

MaOP9** 5.71E-03 5.48E-03 1.93E-02 2.38E-02 

MaOP10** 4.62E-03 4.58E-03 1.69E-02 3.82E-02 

* 3objectives 

**5objectives 

Table 16: Average IGD results of version 3 and other MOEAs on ZDT problems 

 mnv-MODE v3 MODE NSGA- II MOEA/D SPEA2 

ZDT1 3.99E-04 6.24E-04 4.55E-03 8.18E-03 3.88E-03 

ZDT2 1.82E-03 1.55E-02 4.74E-03 9.09E-03 3.89E-03 

ZDT3 9.16E-04 9.87E-04 3.46E-02 1.73E-02 7.83E-03 

ZDT4 1.96E-02 2.08E-01 5.93E-03 2.63E-02 5.07E-03 

ZDT6 5.44E-04 1.76E-03 3.68E-03 6.47E-03 3.15E-03 
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Table 18: Average IGD results of version 3 and other MOEAs on MaOP problems 

 mnv-MODE v3 MODE MOEA/D NSGA-III 

MaOP1* 5.05E-01 5.89E-01 5.47E-01 5.12E-01 

MaOP2* 3.76E-03 2.13E-02 1.14E-02 5.38E-03 

MaOP3* 2.16E+00 3.16E+00 4.67E-01 2.62E+00 

MaOP4* 2.09E-02 2.29E-02 2.09E-02 2.13E-02 

MaOP5* 1.74E-02 1.98E-02 8.07E-02 1.27E-02 

MaOP6* 1.58E-02 2.57E-02 5.71E-02 1.16E-02 

MaOP7* 8.82E-03 3.18E-02 4.20E-02 2.27E-02 

MaOP8* 8.27E-03 3.14E-02 3.68E-02 2.34E-02 

MaOP9* 1.61E-02 5.37E-02 6.51E-02 3.36E-02 

MaOP10* 9.42E-03 4.42E-02 3.91E-02 3.42E-02 

MaOP1** 3.95E-01 4.88E-01 4.49E-01 4.89E-01 

MaOP2** 2.48E-03 1.83E-02 4.56E-03 6.72E-03 

MaOP3** 1.32E+00 2.10E+00 1.16E-02 2.44E+00 

MaOP4** 2.07E-02 9.91E-03 1.02E-02 1.14E-02 

MaOP5** 9.43E-03 9.55E-03 4.26E-02 2.23E-02 

MaOP6** 9.18E-03 2.07E-02 3.14E-02 9.52E-02 

MaOP7** 4.05E-03 5.78E-03 1.28E-02 1.19E-02 

MaOP8** 4.72E-03 6.23E-03 1.14E-02 1.59E-02 

MaOP9** 5.13E-03 5.48E-03 1.93E-02 2.38E-02 

MaOP10** 4.23E-03 4.58E-03 1.69E-02 3.82E-02 

* 3objectives 

**5objectives 

Table 19: Average IGD results of version 4 and other MOEAs on ZDT problems 

 

 

 

 

 

 

 

 mnv-MODE v4 MODE NSGA- II MOEA/D SPEA2 

ZDT1 3.760E-04 6.244E-04 4.55E-03 8.18E-03 3.88E-03 

ZDT2 1.915E-03 1.555E-02 4.74E-03 9.09E-03 3.89E-03 

ZDT3 9.959E-04 9.874E-04 3.46E-02 1.73E-02 7.83E-03 

ZDT4 5.780E-03 2.081E-01 5.93E-03 2.63E-02 5.07E-03 

ZDT6 6.220E-04 1.756E-03 3.68E-03 6.47E-03 3.15E-03 
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Table 21: Average IGD results of version 4 and other MOEAs on MaOP problems 

 mnv-MODE v4 MODE MOEA/D NSGA-III 

MaOP1* 5.071E-01 5.886E-01 5.47E-01 5.12E-01 

MaOP2* 3.494E-03 2.128E-02 1.14E-02 5.38E-03 

MaOP3* 2.232E+00 3.159E+00 4.67E-01 2.62E+00 

MaOP4* 2.090E-02 2.288E-02 2.09E-02 2.13E-02 

MaOP5* 1.746E-02 1.985E-02 8.07E-02 1.27E-02 

MaOP6* 1.408E-02 2.567E-02 5.71E-02 1.16E-02 

MaOP7* 7.530E-03 3.177E-02 4.20E-02 2.27E-02 

MaOP8* 8.640E-03 3.142E-02 3.68E-02 2.34E-02 

MaOP9* 1.567E-02 5.366E-02 6.51E-02 3.36E-02 

MaOP10* 9.185E-03 4.425E-02 3.91E-02 3.42E-02 

MaOP1** 3.946E-01 4.881E-01 4.49E-01 4.89E-01 

MaOP2** 2.430E-03 1.831E-02 4.56E-03 6.72E-03 

MaOP3** 1.323E+00 2.099E+00 1.16E-02 2.44E+00 

MaOP4** 9.824E-03 9.912E-03 1.02E-02 1.14E-02 

MaOP5** 9.320E-03 9.552E-03 4.26E-02 2.23E-02 

MaOP6** 8.606E-03 2.066E-02 3.14E-02 9.52E-02 

MaOP7** 4.181E-03 5.782E-03 1.28E-02 1.19E-02 

MaOP8** 4.312E-03 6.233E-03 1.14E-02 1.59E-02 

MaOP9** 5.057E-03 5.482E-03 1.93E-02 2.38E-02 

MaOP10** 4.221E-03 4.584E-03 1.69E-02 3.82E-02 

* 3objectives 

**5objectives 

Considering the ZDT problems in Table 10 and Table 16, mnv-MODE v1 (in table 10) 

and mnv-MODE v3 (in table 16) have shown the best performance on all ZDT test 

instances except ZDT 4 in which SPEA2 is the winner competitor. Table 11 

demonstrate that mnv-MODE v1 performs best on UF1-UF4 and all tri-objective UF 

problems while MOEA/D performs best on UF6-UF7, and MTS on UF5. It can be 

seen in table 12 that mnv-MODE v1 has the best performance on 13 test instances: 6 

of them are tri-objective MaOP problems and the rest are 5-objective MaOP problems. 

NSGA-III can be considered as the second best algorithm in table 12 since it has the 

best IGD results on the tri-objective MaOP1, MaOP5 and MaOP6. Moreover, each 

one of MODE and MOEA/D performs best only in 2 MaOP test instances. Table 13 

demonstrates that each of mnv-MODE v2 and SPEA2 algorithms performs best on 
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two ZDT problems while MODE gets the smallest IGD value on ZDT6. It is clearly 

shown in table 14 and table 17 that all MOEAs are beaten either by mnv-MODE v2 

(in table 14) or by mnv-MODE v3 (in table 17) on all UF test instances except UF5 

and UF6. It was observed in table 15 that mnv-MODE v2 has the best performance on 

11 test instances and NSGA-III was the winner competitor only on 3 test instances 

while MODE is the best on 4 test instances.  Tables 18 shows that mnv-MODE v3 has 

the first rank among the four competitors on 14 test instances. Moreover, it is observed 

in tables 19-21 that mnv-MODE v4 yields the smallest IGD values on 16 MaOP test 

instances, all ZDT problems except ZDT3 and ZDT4, and on all UF problems except 

UF5. 

It was also noticed in tables 12, 15, 18 and 21 that MOEA/D has the smallest IGD 

values on both 3-objective and 5-objective MaOP3 while NSGA-III achieved the best 

performance on the tri-objective MaOP5-MaOP6. From the tables 11, 14, 17 and 20, 

we can observe that all our proposed methods are beaten by MTS algorithm on UF5. 

Tables 10,13,15 and 19 illustrates that SPEA2 outperform the other competitors only 

on ZDT4. 
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4.4 Friedman Rank testing 

Friedman test is a non-parametric statistical multiple comparisons test utilized to rank 

the compared algorithms on the basis of their average fitness for each benchmark 

problem. Afterward, the mean rank of each algorithm is determined using the 

Friedman test [68, 69]. Table 22 shows that the calculated probability P-value of this 

test is less than the significance level (0.05) which indicates that the existence of 

significant statistical difference among the results of the compared methods [68, 70, 

71]. The average (mean) rank of MODE and the four proposed algorithms is illustrated 

also in table 22. Figure 15 and table 22 shows that method mnv-MODE v4 is 

significantly different from all the other methods and it has minimum rank. 

 

Figure 15:  Friedman Rank test results for methods MODE(1), mnv-MODE v1 (2), 

mnv-MODE v2 (3), mnv-MODE v3 (4) and mnv-MODE v4 (5) (p-value = 4.6609e-

17).  
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Table 22: Friedman Rank test results for MODE and our proposed methods 

Algorithm mean rank 

MODE 4.7143          

mnv-MODE v1 2.7          

mnvMODE v2 3.7       

mnv-MODE v3 2.1286       

mnv-MODE v4 1.7571 

p-value = 4.6609e-17 
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Chapter 5 

CONCLUSION 

This work introduced a new approach called mnv-MODE which targets to solve/ for 

the aim of solving 25 multi-objective benchmark problems with 2, 3 and 5 objectives. 

These problems are ZDT1-ZDT4, ZDT6, UF1-UF10 and MaOP1-MaOP10. Four 

different versions of mnv-MODE were developed. MODE and tabu search are utilized 

in these versions.  The finding of mnv-MODE versions and the previous algorithms 

that solved these problems are compared according to their IGD values. Friedman 

ranking test is then used to select the best 5 methods and arrange them.  

The results illustrates that mnv-MODE v4 has the better performance in the majority 

of the test instances. Obtained results for mnv-MODE v4 also shows good 

convergence towards the true pareto front. Moreover, the divergence of the solutions 

in the pareto-front obtained by mnv-MODE v4 is obvious. However, mnv-MODE v4 

was beaten by other MOEAs on some test instances. This means that much work and 

time should be devoted to improve this algorithm. 
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