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ABSTRACT 

The objective of this study is to develop an Artificial Neural Network (ANN) based 

system for output power estimation and fault detection in PV modules in a minute by 

minute basis. Such system, after being trained on sample data paths in a supervised 

manner, is ought to be capable of real-time output power estimation and fault detection 

in PV modules. The process of data acquisition is carried out during a three-month 

interval, from Nov. 1st, 2015 to Jan. 31st, 2016 using sensitive measurement equipment 

and precise mathematical formulas. Resultantly, around 30,000 healthy and faulty per-

minute accurate data paths containing the solar altitude and azimuth angles, incident 

angle, irradiance level (W/m2), PV module output power (W/min) and PV module 

surface temperature (°C) are acquired and normalized in the range 0 to 1 in order to be 

fed as input to different ANNs. In order to simulate the faulty operation conditions, the 

PV module is coated with glasses of different shades of gray color.   

Two different ANNs of Multi-Layer Perceptron type, namely being the Estimation 

Artificial Neural Network (EANN) and Detection Artificial Neural Network (DANN) 

are developed for PV power estimation and fault detection purposes, respectively. 

Both ANNs are of three-layer fully-connected feed-forward architecture, with input, 

hidden and output layers. Log-sigmoid activation function is deployed in both ANNs’ 

hidden layers, while softmax transfer function is utilized in the DANN output layer to 

solve binary classification problems which lead to fault detections in a PV module. 

The training process of the ANNs is carried out based on Bayesian Regularization 

(BR) back-propagation algorithm, using the mentioned collected data paths in a 

supervised way by providing the ANNs with training output targets in each training 



iv 

 

epoch. After the training goal for both ANNs is satisfied, the ANNs go through a 

rigorous testing process with new and unseen input data and no more output targets in 

order to measure their generalization capabilities. At the end of the testing process, the 

ANNs are ready to be implemented in real life situations.   

The ANNs’ implementation is carried out during a 15-day interval from Feb. 1st, to 

Feb. 15th, 2016. The mentioned interval contains highly meteorologically fluctuating 

wintry days, providing context for a rigorous performance examinations of the 

mentioned ANNs. During the implementation period, six different fault simulations 

namely being the lightgray, dimgray and darkslategray shadings as well as the light, 

moderate and heavy dirt and dust coverings are homogeneously applied to the surface 

of the PV module. The first two of the mentioned fault simulations had been used 

during the ANNs training data acquisition process, but the rest four faults are only 

demonstrated in the implementation period in order to measure the generalization 

capabilities of the ANNs for unseen situations. Expectedly, the lightgray shading – 

light dirt and dust covering, the dimgray shading – moderate dirt and dust covering 

and the darkslategray shading – heavy dirt and dust covering fault simulation pairs led 

to almost similar amounts of drops in the PV module output power, whilst the 

homogeneous fault application technique made the power drops independent of the 

internal architecture of the PV module. 

The 15-day per-minute implementation period resulted in 6222 PV module power 

estimation and fault detection acts carried out by the EANN and DANN. The overall 

EANN average MAPE between the estimated and the measured PV module output 

power values is 4.44%, and the DANN sensitivity, specificity, and overall accuracy 

rates are 97.6%, 99.7%, and 98.6%, respectively. The results are promising and the 
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developed and verified PV module-level output power estimation and fault detection 

system is expected to be deployed in broader PV fleets after taking the developmental 

requirements into consideration, thus increasing the efficiency and decreasing the 

support and maintenance costs of the PV systems in long term.  

Keywords: Renewable Energy, Solar Energy, Photovoltaic, Artificial Intelligence, 

Artificial Neural Network, Output Estimation, Fault Detection 
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ÖZ 

Bu tez çalışmasında, güneş panellerinde dakikadaki çıkış gücünün tahmini ve hata 

tespiti için Yapay Sinir Ağı (YSA)’na dayalı bir sistemin geliştirilmesi amaçlanmıştır. 

Böyle bir sistem, denetimli bir şekilde örnek veriler kullanılarak eğitildikten sonra, 

güneş panellerinde gerçek zamanlı çıkış gücü tahmini ve hata tespiti yapma 

kabiliyetine sahip olmalıdır. Tez çalışması için toplanan veriler 01/Ekim/2015 - 

31/Ocak/2016 tarihleri arasındaki üç aylık bir zaman dilimi içerisinde hassas olarak 

ölçülmüş ve matematiksel bağıntılar kullanılarak tespit edilmiştir. Sonuç olarak, 

YSA’nı eğitmek üzere girdi olarak güneş yükseklik ve azimut açıları, güneş ışınlarının 

geliş açısı, güneş radyasyon düzeyi (W/m2), güneş paneli çıkış gücü (W/dakika) ve 

güneş paneli yüzey sıcaklık (°C) verilerini içeren yaklaşık olarak 30,000 veri elde 

edilip toplanan veriler 0 – 1 değer aralığında normalleştirilmiştir. Hatalı çalışma 

koşullarının simülasyonu için güneş panelinin yüzeyi, gri renginin çeşitli tonlarına 

sahip camlar ile kaplanmıştır.  

Güneş paneli çıkış gücü tahmini ve hata tespiti amaçları için sırasıyla Tahmin Yapay 

Sinir Ağı (TYSA) ve Saptama Yapay Sinir Ağı (SYSA) olmak üzere Çok Katmanlı 

algılayıcı tipi iki farklı YSA geliştirilmiştir. Her iki YSA çok katmanlı ileri beslemeli 

mimariye ve girdi, gizli ve çıktı katmanı olmak üzere üç katmana sahiptir. Her iki 

YSA’nın gizli katmanlarında log-sigmoid aktivasyon fonksiyonundan yararlanılmış 

olup aynı zamanda bir güneş panelinde hata tespiti ile sonuçlanan ikili sınıflandırma 

problemlerinin çözülmesi için SYSA’nın çıktı katmanında softmax transfer 

fonksiyonu kullanılmıştır. YSA’nın eğitme süreci, Bayes Düzenleme (BD) geri 

yayılımlı algoritma esas alınmak suretiyle daha önce bahsedilen toplanan veri yolları 
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kullanılarak her bir eğitim devresinde YSA’ya eğitimin çıktı hedefleri sunularak 

denetimli bir şekilde gerçekleştirilmektedir. Her iki YSA için eğitim amaçlarına 

ulaşıldığında, genelleme kabiliyetleri ölçülmek üzere YSA’lar yeni ve daha önce 

kullanılmamış olan girdi verileri kullanılarak herhangi bir çıktı hedefi sunulmadan çok 

sıkı bir test sürecine tabi tutulmaktadır. Test sürecinin sonunda YSA’lar gerçek 

koşullar altında uygulanmaya hazır hale gelmiş bulunmaktadır.  

YSA’nın uygulama aşaması 01/Şubat/2016 – 15/Şubat/2016 tarihleri arasında 15 

günlük bir zaman aralığı içerisinde gerçekleştirilmiştir. Bahsi geçen zaman aralığı 

meteorolojik açıdan yüksek oranda değişkenlik gösteren kış günlerini kapsamakta olup 

belirtilen YSA için karmaşık bir performans incelemesi imkânını sağlamaktadır. 

Uygulama zaman aralığı içerisinde açık gri, koyu gri ve koyu barut grisi gölgelemeler 

ile birlikte hafif, orta ve yoğun derecelerdeki toz ve toprak kaplamaları olmak üzere 

altı farklı hata simülasyonu güneş panelinin yüzeyi üzerinde homojen bir şekilde 

uygulanmıştır. Bahsi geçen hata simülasyonlarından ilk ikisi YSA’nın eğitim için veri 

toplama süreci içerisinde kullanılmış olup geriye kalan diğer dört hata çeşidi ise 

YSA’nın görülmemiş koşullar altındaki genelleme kabiliyetinin ölçülmesi amacıyla 

yalnızca uygulama dönemi içerisinde kullanılmıştır. Homojen hata uygulama tekniği, 

çıkış gücündeki azalmaların güneş panelinin iç mimarisinden bağımsız olmasını sağlar 

iken, beklendiği gibi açık gri gölgeleme – hafif toz ve toprak kaplaması, koyu gri 

gölgeleme – orta yoğunluk derecesine sahip toz ve toprak kaplaması ve koyu barut 

grisi gölgeleme – yoğun toz ve toprak kaplaması hata simülasyon çiftleri güneş 

panelinin çıkış gücünde neredeyse benzer oranlarda azalmaya yol açmıştır.   

15 günlük dakika bazlı uygulama süresi TYSA ve SYSA tarafından gerçekleştirilen 

toplam 6222 güneş paneli çıkış gücü tahmin ve hata tespit eylemi ile sonuçlanmıştır. 
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TYSA için tahmin edilen ile ölçülen güneş paneli çıkış güç değerleri arasındaki 

ortalama mutlak yüzdesel hata (OMYH) oranı toplam %4.44 olup SYSA’nın 

hassasiyet, özgüllük ve toplam doğruluk oranları ise sırasıyla %97.6, %99.7 ve %98.6 

olmaktadır. Elde edilen sonuçlar ileriki uygulamalar açısından ümit verici olup 

geliştirilen ve doğrulanan güneş paneli düzeyli çıkış gücü tahmin ve hata tespit 

sisteminin, gelişimsel gereksinimlerin dikkate alınmasının ardından, sayısal açıdan 

daha fazla güneş panelinden oluşan güneş enerji sistemlerinde kullanılması ve 

dolaysıyla uzun vadede güneş enerjisi sistemlerinin verimlerini yükseltmesi ve destek 

ve bakım masraflarını azaltması beklenmektedir. 

Anahtar Kelimeler:  Yenilenebilir Enerji, Güneş Enerjisi, Yapay Zekâ, Yapay Sinir 

Ağları, Çıkış Gücü Tahmini, Hata Tespiti   
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Chapter 1 

INTRODUCTION 

Solar energy emerges as a promising renewable resource to meet the modern world 

energy requirements. The world is currently consuming about 17 terawatts (TW) of 

energy annually and this number is expected to increase to 30 TW by 2050. This means 

that there will be a demand of >10 TW renewable energy to stabilize the CO2 in the 

atmosphere by mid-century [1].   

Solar radiation is converted to Direct Current (DC) electricity in solar cells by the 

Photovoltaic (PV) effect which was discovered in 1839 by Becquerel. The PV effect 

is described as the potential difference generation between junctions of different 

materials. Such potential difference is caused as a response to a visible or non-visible 

radiation. What happens by the PV effect can roughly be defined as follows; Photons 

are absorbed in semiconductor material and generate charge carriers which are 

separated in the junctions and are collected at the terminals of the junctions. The solar 

spectrum consists of different wavelengths and the photons in each wavelength have 

different amounts of energy. The photons in the sunlight hitting the surface of a solar 

cell may be absorbed, reflected back or passed through. The PV effect is caused by the 

absorbed photons, which transfer their energy to the electrons in the solar cell material. 

This energy transfer excites the electrons from the valence band into the conduction 

band of energy and lets them move freely through the semiconductor material. What 

makes the photo-generation possible is the fact that most of the photons existing in 
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solar radiation hitting the earth have energies higher than the semiconductor material 

band gap and can excite the electrons in the material (from valence band to conduction 

band). Figure 1.1 demonstrates the energy bands structure of a semiconductor material. 

 
Figure 1.1: Energy Bands Structure of a Semiconductor Material 

As previously mentioned, the PV effect was discovered in late 19th century but it took 

a long time for solar cells made of crystalline Silicon (c-Si) to achieve a relatively 

sufficient efficiency of 6-10% and serve the space programs and satellites in the 1950s 

[1]. The first solid state photovoltaic cell made of semiconductor selenium and coated 

by a very thin gold layer to form the junctions was introduced by Charles Fritts in 

1883. Russian physicist Aleksander Stoletov made the first photoelectric cell based on 

outer photoelectric effect. The underlying mechanism of light instigated carrier 

excitation was defined by Albert Einstein in 1905, granting him the physics Nobel 

Prize in 1921. Russel Ohl presented the modern junction semiconductor solar cell in 

1946. The first practical photovoltaic cells were developed in Bell Laboratories in 

1954 and were appended to Vanguard I satellite in 1958. 
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It was after the 1970s energy crisis that the PV research and development (R&D) was 

accelerated. Elliot Barmen’s researches that led to produce solar cells with lower costs 

in 1973 is one of these R&D efforts. Crystalline Silicon (c-Si) is the most common 

semiconductor material used in solar cell production. These cells are mostly shaped as 

Si wafers and ribbons. However, the reliability and stability of the Si cells comes at a 

high production price. The complexity of module assembly and cell manufacturing 

and the demand for highly purified silicon, as well as limited number of manufacturing 

units all lead to high production cost. The Si material is separated into the following 

classes based on crystallinity and crystal size; 

 Monocrystalline Silicon (c-Si) 

 Poly-crystalline Silicon or Multi-crystalline Silicon (pc-Si or mc-Si) 

 Ribbon Silicon 

 Mono-like-multi-silicon 

Thin film is the second commonly used material in solar cell manufacturing. Thin film 

solar cells are heavier, less efficient and more area per watt production occupying 

compared to crystalline cells, but have the advantage of lower material usage. The thin 

film solar cells are generally made of Cadmium Telluride (CdTe), Copper Indium 

Gallium Selenide (CIGS) and Amorphous Silicon (A-Si). 

There are also other solar cell technologies, like organic cells, dye-sensitized cells and 

light-concentration based Gallium Arsenide (GaAs) cell which are not very popular 

due to several disadvantages. For example the GaAs solar cells are not preferred due 

to their very high manufacturing costs, even though they have been reported to exhibit 

more than 40% efficiency under concentrated sunlight.  
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As a result of the mentioned trade-offs, the compound semiconductor and 

polycrystalline Si (pc-Si) solar cells were developed to meet the desirable efficiency 

and costs for high production capacities and large-scale terrestrial installations. The 

PV technology is currently at a “tipping point” taking that the “energy security and 

independence, environment, electrical grid integrity and protection have brought us to 

the threshold [2]”. The PV R&D activities with research-device scope is presented in 

Figures 1.2-a and 1.2-b.  

Multi-megawatt PV power generation plants triggered the rapid growth of the PV 

market in the 1980s. Currently Si technologies lead by 94% of global market sales [2], 

the research on Si is of first priority and several Si cell designs have reached >20% 

efficiencies. The Si PV cell efficiency advancements can be categorized into four 

stages, based on technology solutions and cell structures. The first advancement of Si 

PV cells belongs to the “semiconductor-era” (1950s) which led to production of cells 

with 15% efficiency. The second advancement occurred in the 1970s due to the 

attainments in microelectronics which allowed Si PV cell fabrication with 17% 

efficiency. Nevertheless, the greatest achievement in high efficiency Si solar cell 

production belongs to the third (1980s) and fourth (2000+) stages where the 

technology almost earned 25% efficiency. The last advancements were achieved due 

to the cell structure improvements described in [3]. Further advancements are required 

to close the performance gaps between the research and the manufactured cells and 

also to create appropriate R&D basis for next-generation Si PV cells as well as other 

PV technologies. 
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Figure 1.2: Evolution of Research Solar Cell Efficiencies; (a) Thin-Film 

Technologies; (b) Si and Concentrators, Comparing Them to the Thin Films [2] 

The electronic characteristics of a solar cell can be defined as a mathematical model 

which is equivalent to the electronic circuit shown in Figure 1.3. 
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Figure 1.3: Equivalent Electronic Circuit of a Solar Cell 

The above circuit would model the solar cell as a current source only connected to a 

diode in parallel as a demonstration of an ideal situation, while the real-life 

experiments suggest that the solar cells are not practically ideal. To overcome this 

matter, the solar cell electronic circuit is modified by the addition of a shunt and a 

series resistor. 

The proposed electronic circuit determines the electrical current generated by a solar 

cell as the subtraction of the current passing through the diode and the shunt resistor 

from the current generated by the current source. The current equation of a solar cell 

is described in the following equation; 

𝐼 = 𝐼𝐿 − 𝐼𝐷 − 𝐼𝑆𝐻 (1.1) 

where, 

I : Total output current (A) 

𝐼𝐿 : The photogenerated current (A) 

𝐼𝐷 : The current passing through the diode 

𝐼𝑆𝐻 : The current passing through the shunt resistor 

The solar cell voltage equation is described as follows; 

𝑉𝑗 = 𝑉 + 𝐼𝑅𝑠 (1.2) 



7 

 

where, 

𝑉𝑗 : The voltage across the diode and the shunt resistor  

𝑉 : The voltage at the output terminals  

𝐼 : The output current 

The current passing through the diode is given by; 

𝐼𝐷 = 𝐼0 {𝑒𝑥𝑝 [
𝑞(𝑉 + 𝐼𝑅𝑆)

𝑛𝐾𝑇
] − 1} 

(1.3) 

where, 

𝐼0 : The reverse saturation current (A) 

𝑛 : Diode ideality factor  

𝑞 : Elementary charge (the electric charge carried by a single proton) 

𝑘 : Boltzman`s constant  

𝑇 : The absolute temperature 

Finally, the current passing through the shunt resistor is defined as; 

𝐼𝑆𝐻 =
𝑉 + 𝐼𝑅𝑆

𝑅𝑆𝐻
 

(1.4) 

As the overall combination of the above equations, the solar cell characteristic 

equation is defined by; 

𝐼 = 𝐼𝐿 − 𝐼0 {𝑒𝑥𝑝 [
𝑞(𝑉 + 𝐼𝑅𝑆)

𝑛𝐾𝑇
] − 1} −

𝑉 + 𝐼𝑅𝑆

𝑅𝑆𝐻
 

(1.5) 

Various characteristic factors and limitations are to be considered during solar cell 

design process. Some of these characteristic factors are short circuit current (Isc), open 

circuit voltage (Voc) and fill factor, which are briefly explained as follows; 
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Isc is defined as the maximum current a solar cell with shorted terminals can generate. 

As previously described by the PV effect, the energy of photons existing in the sunlight 

hitting the surface of a solar cell, excites the electrons and makes them freely move 

through the semiconductor material. As a matter of fact, the maximum Isc is generated 

by each photon of the sunlight contributing to one electron flow to the load. Again as 

previously mentioned, the photon energy must be bigger than the band gap of the 

semiconductor material (the gap between the valence and the conduction bands) so 

that it can excite electrons to move through this band. This fact implies that the band 

gap of the semiconductor material determines the Isc of a solar cell. A solar cell made 

of some semiconductor material with a large band gap absorbs less photons and 

generates less Isc while a solar cell made of small band gap semiconductor material 

absorbs more photon and produces higher amount of Isc. 

Voc is given as the maximum voltage acquired from a solar cell with open circuited 

terminals. Photons with higher energies than the band gap of the solar cell 

semiconductor material are absorbed and excite the electrons from the valence to the 

conduction band, thus increasing their potential. Therefore, the maximum Voc of a solar 

cell is defined by the band gap energy of the compounding material. The higher the 

material band gap energy, the greater the generated Voc and vice versa.  

The fill factor of a solar cell is an extent of the squareness of the cell I-V curve and is 

described as; 

𝐹𝐹 =
𝑉𝑂𝐶 − ln (𝑉𝑂𝐶 + 0,72)

𝑉𝑂𝐶 + 1
 

(1.6) 
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where, 

𝑉𝑂𝐶 =
𝑛𝑘𝑇

𝑞
ln (

𝐼𝐿

𝐼0
+ 1) : Normalized open circuit voltage 

Different interconnections of PV cells form PV modules, which can be organized to 

form PV arrays and systems in several ways. A simple illustration of PV cell, module 

and array structures is given in Figure 1.4. 

 
Figure 1.4: PV Cell, Module and Array Structures 

Different PV systems are designed and implemented for various applications to meet 

part or all of the electrical energy requirements. The PV systems may or may not be 

connected to a power utility and are categorized as stand-alone and grid-connected 

systems. The stand-alone PV systems operate independently and usually are directly 

connected to a DC load. Since these systems are not connected to any power utility, 

they can only supply electricity under direct sunshine. However, it is also possible to 

equip a stand-alone PV system with battery backups so the batteries are charged during 

clear daylight hours and supply the load during night or overcast sky situation. 
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As mentioned, the other PV system category refers to PV systems that are connected 

to some electrical power utility. Such PV systems are connected together with an 

electrical utility to the applications so that in cases when all the required electrical 

energy cannot be produced by the PV system, the shortcoming is removed by the main 

utility supply. 

The grid-interactive PV system designs can be classified in two general categories: 

The systems with and without battery backups. The grid-interactive PV systems 

without battery backup are commonly connected to main power facility. In such 

systems the energy is supplied to the users from PV facility during clear daylight hours 

while the energy demands during night or overcast hours are met by the main power 

facility. Figure 1.5 demonstrates the general view of such system. 

 
Figure 1.5: Grid-Interactive PV System without Battery Backup 

The principal parts of the system demonstrated above are PV Arrays, Balance of 

System Equipment (BOS), DC-AC inverters, Meters and Switches. As mentioned 

earlier, a composition of PV modules (or panels) with various interconnection types 

form a PV array. The BOS includes parts like mounting and wiring systems that are 

utilized in connecting the PV modules and arrays to the other parts of the application 

ground. Some wiring system components are disconnected for DC-AC sides of the 

inverter, ground-fault protection elements and over current protection elements. Again 

as mentioned earlier, the PV modules produce DC electricity. This energy needs to be 
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converted into Alternative Current (AC) electricity in order to be used in various 

applications. This conversion is performed by the DC-AC converters. The metering 

and measurement equipment are deployed for system performance monitoring 

purposes. Finally some switching equipment are used in order to facilitate the 

exchange between the PV system and the power facility in certain situations. 

The other general category corresponds to grid-interactive PV systems with battery 

backup which utilize backup battery banks to handle critical load circuits in tense 

situations of grid power outage. In such situations, the system automatically 

disconnects from the electrical grid and connects to the battery assembly in order to 

supply the critical load circuits. The batteries are charged during the clear sunlight 

hours. In situations of grid power outage the critical load circuits are fed by both the 

PV system and battery bank in daylight clear sky or only by the previously charged 

battery bank during night or overcast sky hours. The energy consumption rate of the 

critical load circuits and the backup battery bank capacity determines the duration of 

the critical load supply. Such PV systems with battery backups contain extra 

component like batteries and battery enclosures, battery charge controllers and 

separate subpanels for critical loads as compared to the first category PV systems 

(systems without battery backup). The general view of a grid-interactive PV system 

with battery backup is given below. 



12 

 

 
Figure 1.6: Grid-Interactive PV System with Battery Backup 

While the PV module output power generation depends on the intensity of sunlight 

received on the module surface, this intensity varies based on factors like date and 

time, along with cloudiness index as an obstacle. There are also several extra factors 

that affect the power generation of a PV module, the most important of which may be 

named as the Standard Test Conditions (STC), temperature, dirt and dust, mismatch 

and wiring losses and DC-AC conversion losses. 

The STC refers to condition in which PV module can produce the upmost output 

power. The STC for PV operation is defined as solar cell temperature being 25°C, solar 

irradiance being 1000 W/m2 and solar spectrum being filtered by passing through 

atmosphere of Air Mass (AM) =1.5. While it is possible to maintain the STC for indoor 

PV applications, most of the outdoor PV applications are running in non-STC 

condition due to existence of usual losses. The losses are reportedly around 5% [4], 

causing the rated solar cell output decreasing to 95%. 
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The PV module surface temperature increases under direct sunlight and the PV module 

power generation tendency decreases with increasing surface temperature. This issue 

will be explained comprehensively in section 2. The highest PV output drop caused by 

increasing module surface temperature is reported to be around 89% [4]. 

Dirt and dust accumulation on PV modules is another factor decreasing the PV output 

power. The details of dirt and dust accumulation on PV module surface is described 

thoroughly in section 4 and also may be investigated in [5], [6]. The upmost PV power 

reduction by dirt and dust accumulation on PV surface is reported to be around 93% 

[4]. 

Although a PV array is constructed by connecting several PV modules, the output 

power generated by a PV array is not the summation of the output power generated by 

each contributing PV module in real-life practical applications. One reason is the 

performance differences of the contributing PV modules which is called module 

mismatch. In general the module mismatch cause no more than 2% reduction to a PV 

array [4] while some other drops may occur in the array due to connection resistances 

and wiring losses which lead to power drops around 3% [4]. 

As previously described, the PV module generates DC power which needs to be 

converted into AC power for most of the applications. This conversion is carried out 

by DC-AC inverters. Not surprisingly, the inverter operations and the wiring 

connections of the PV array to the inverters are also sources of some output losses. 

The inverter losses are around 10% of the total generated power [4]. 
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Taking all of the above opposing factors into consideration, a PV module with rated 

power output of 100 Watts may face a power drop of 33 Watts on a clear day under 

direct sunshine due to several possible losses. 

Despite significant growth of the PV industry in order to meet the rapidly growing 

modern world energy demand, the supervision techniques for PV systems have not 

received sufficient consideration. This issue is highlighted taking that the PV systems 

in lower output levels are mostly operating without appropriate monitoring 

mechanisms [7]. Considering the above, developing supervision techniques for low 

output PV systems is highly emphasized.  

Artificial Intelligence (AI) techniques are diversely deployed in real-life applications 

due to their strong reasoning, fault tolerance, flexibility and generalization capabilities. 

AI can be described as the demonstration of human intelligence on a machine and 

consists of various branches which are given in Figure 1.7, as well as several 

combinations of the mentioned branches called Hybrid Systems (HSs). AI techniques 

may be further reviewed in [8-13]. 

 
Figure 1.7: Artificial Intelligence Branches 
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Artificial Neural Network (ANN), which is one of the most popular branches of AI, is 

a mathematical paradigm simulating the behavior of biological neural network. The 

Nucleus (neuron center) which is the main part of a biological neuron is interconnected 

with other neuron centers to form a biological neural network. The Synaptic 

connection between the nuclei is maintained via Dendrites and Axons. The architecture 

of a biological neuron is demonstrated in Figure 1.8. 

 
Figure 1.8: Biological Neuron Architecture 

The biological neuron demonstrated in Figure 1.8 can receive electrical pulses fired by 

other neurons through its synapses. When the electrical pulses (signals) received on a 

neuron exceed a certain threshold, the neuron is activated and emits an electrical pulse 

through its axon. Other neurons can receive the emitted pulse.   

The synaptic connections between neurons and the required thresholds for neuron 

activations may change during the life time of neurons. A sequence of changing 

synaptic connections and activation thresholds enables the process of learning. A 

simplified illustration of biological neuron is given in Figure 1.9. 
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Figure 1.9: Simplified Biological Neuron Architecture 

Although it is far from reality to create an artificial brain, ANN as a collection of 

individually interconnected artificial neurons (which are inspired by biological 

neurons) is developed to solve many real-life practical problems in various fields. Each 

artificial neuron has associated inputs (xi), weights (wi) and threshold (θ) as 

demonstrated in Figure 1.10. 

 
Figure 1.10: Artificial Neuron 

The information traverses through these processing units and the activation function 

(of the layer to which the unit belongs) determines the output based on the input-weight 

summation. The most commonly used activation functions are given in equation 1.7 

and equation 1.8, respectively. 
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Linear: 𝑧 =  ∑ 𝑤𝑖𝑥𝑖 + 𝜃𝑁
𝑖=0   (1.7) 

Sigmoid: 𝑓(𝑧) =  
1

1+𝑒−𝑧
 (1.8) 

ANNs are not programmed to carry out specific tasks, but they are trained with data 

sets and learn the patterns of the training inputs presented to them. The most common 

ANN architecture is the multi-layer feed-forward (Figure 1.11) with back-propagation 

training algorithm. In this architecture, the training data is traversed in forward 

direction through the network to reach the output layer and the training error is 

calculated as the comparison of the estimated output and the target output which is 

presented to the network to investigate the learning process. The calculated error is 

back-propagated in the network and the weights (which are set to random small values 

at the beginning of the training process) are re-adjusted. This procedure is repeated 

until the training error falls below a pre-set threshold. 

 
Figure 1.11: Multi-Layer Feed-Forward ANN Architecture 
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ANNs, as human brain-inspired simplified mathematical models, can learn from 

examples and make generalizations for new and unseen inputs, thus remove the need 

for sophisticated mathematical formulas and expensive physical models. ANNs being 

robust in terms of fault tolerance, dealing with noisy data and making high-speed 

generalizations, are widely utilized in several PV system modeling, estimation and 

prediction applications. A review of some ANN-based PV system estimation 

applications is given below.  

The minimum and maximum air temperature, precipitation, day-length and clear-sky 

radiation are used as inputs to develop an ANN for daily solar radiation estimation in 

[14]. The authors report the Root Mean Square Error (RMSE) of the proposed system 

to be averagely 3.28 MJ/m2 and claim that the system can be deployed in diverse 

locations in existence of the temperature and precipitation information. Another ANN 

similar to the one mentioned above with one additional input, day of the year is 

developed in [15]. The issue that the direct measurement equipment are not available 

everywhere is pointed and an ANN for global solar radiation estimation in such 

locations is designed in [16]. The average values of pressure, temperature, humidity, 

wind speed and sunshine duration along with the geographical location and month of 

year are fed to the proposed ANN, yielding an accuracy of 93% reportedly. A similar 

approach is proposed in [17] where solar radiation data collected from 13 different 

locations across India is used for developing an ANN for global solar radiation 

estimation. The author indicate that the developed ANN shows promising estimation 

ability for locations without direct measurement and monitoring equipment. The 

global solar radiation is also modeled in [18] using a Recurrent Neural Network (RNN) 

for various Spanish locations with satisfying precision. RNN specifications may be 

surveyed in [19,20].  
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Radial Basis Function (RBF) networks are utilized in [21] and [22] for daily and 

monthly mean daily solar radiation values, respectively. The latter presents location 

information (latitude, longitude and altitude) and sunshine duration to the network and 

claims high generalization capability for new locations not included in the network 

training data sets. Comprehensive details of the RBF neural network structures may 

be investigated in [23,24]. 

ANN and Adaptive Neuro-Fuzzy Inference System (ANFIS) techniques for hourly 

solar radiation estimation with previously mentioned common meteorological 

parameters as inputs are compared in [25]. The authors report the ANN with 

Levenberg-Marquardt (LM) algorithm as the best estimation model. Also it is 

indicated that the overall performances of both the ANN and ANFIS models are 

boosted when the information of wind speed is available as input. RNN and Multi-

Layer Perceptron (MLP) techniques for solar radiation synthetic series generation are 

compared in [26,27] where the MLP technique is reportedly outperformed RNN in 

terms of estimation accuracy. ANFIS and MLP features may be extensively reviewed 

in [28-35]. 

ANN-based solar potential estimation in Turkey is carried out in [36,37]. Similar to 

previous examples, the inputs to the developed ANN are raw geographical (latitude, 

longitude and altitude) and meteorological (sunshine duration and temperature) 

information, alongside with the month of year. Figure 1.12 demonstrates the proposed 

ANN architecture. The data has been collected from 17 stations across Turkey during 

a two-year interval, with the data of 11 stations being used for training of the ANN. 

After the training phase, the developed ANN is tested by the data collected from the 

rest 6 stations. The results are reportedly promising (MAPE < 6.7%) and the study 
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provides the possibility of deciding the location and the appropriate technology for 

solar system installations in Turkey. 

A solar radiation map for clearness index estimation in Spain is developed in [38]  

using MLP. As shown in Figure 1.13 the inputs to the proposed MLP are the irradiation 

history, clearness index and the hour order of the clearness index (Kt ). While the 

classical methods remain insufficient for generating maps in locations where no solar 

information is available, the proposed MLP is claimed to be able to draw maps in 

existence of the hourly solar radiations as the only required input. 

 
Figure 1.12: ANN Architecture for Solar Radiation Estimation [36] 
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Figure 1.13: MLP Architecture for Clearness Index Estimation [38] 

ANN and linear regression models for hourly and daily diffuse fraction estimation in 

Egypt are compared in [39]. According to the authors, the ANN model outperforms 

linear regression models with estimations precision of 95%, 93% and 96% for infrared, 

ultraviolet and global insolation, respectively, in flat areas. Also the ANN model is 

utilized to estimate the above mentioned parameters in Aswan and the results are 

reported to be very promising. Taking that the data of Aswan was not included in the 

ANN training sets, highlights the robostness of the proposed ANN model in 

generalization of unseen data. 

An ANN model for beam solar radiation estimation which is defined as Reference 

Clearness Index (RCI) is proposed in [40]. The monthly mean daily beam solar 

radiation estimation is carried out in India and the RMSE between the ANN model and 
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the measured results are reported to be averagely 2.22%. Figure 1.14 shows the 

proposed ANN architecture. 

Summarizing the above, AI techniques are widely utilized in diverse PV and 

meteorological applications as robust and promising alternatives to classical methods 

and approaches of overcoming the problems and shortcomings when dealing with 

missing or noisy data, modeling and predicting data in locations without measurement 

and monitoring equipment, generalizing and extending the estimations to new 

locations with previously unseen data, etc. According to [41] the number of 

applications of each AI branch in the PV and meorological fields are given in Table 1. 

Obviously it can be noted the the majority of the applications are accociated with 

ANNs. 

 
Figure 1.14: ANN Architecture for Beam Solar Radiation Prediction [40] 
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Several ANNs are developed for monthly, daily and hourly global solar radiation 

modeling and estimation, clearness index prediction, temperature and humidity 

forecasting, etc. Some of these applications are mentioned in this section. A 

comprehensive list of these applications may be investigated in [41]. 

RBF neural network is used to predict the output characteristics of a commercial PV 

module. The proposed RBF neural networks (shown in Figure 1.15-a and 1.15-b) are 

aimed to enhance the estimation accuracy of the output I-V and P-V curves by 

receiving the solar irradiation and temperature data as inputs [42]. 

Table 1.1: Summary of the numbers of applications presented in PV and 

meteorological data [41] 

AI technique Area 
Number of 

applications 

Neural 

networks 

Modeling and prediction of solar radiation 

Wind speed forecasting 

Temperature forecasting 

Weather forecasting (temperature, humidity, etc.) 

Clearness index forecasting 

Insolation modeling and prediction 

48 

Fuzzy logic Modeling and prediction of solar radiation 3 

Neuro-fuzzy 

(ANFIS) 
Prediction of clearness index Kt 3 

Wavelet and 

neural 

network 

Forecasting of solar radiation (for missing data) 

Generation of hourly wind speed 
5 

ANN with 

Markov chain 
Prediction of daily global solar radiation 2 
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Figure 1.15: RBF Neural Networks for PV Module Output Characteristics Estimation 

[42] 

Different ANN architectures are developed for PV output power estimation [43]. In 

the mentioned study, the output power of two PV modules using different ANN 

topologies with inputs given in Figure 1.16 are estimated. According to the authors, 

the MLP topology outperforms other ANNs in terms of estimation accuracy. 

 
Figure 1.16: Input and Output Vector Definitions of the Developed ANNs [44] 
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A similar study is carried out in [45] where again different ANN topologies with 

minimum temperature,  maximum temperature, mean temperature and solar irradiance 

as inputs are utilized for output power estimation of a PV module. The authors indicate 

that the feed-forward MLP topology with back-propagation shows the best 

performance in PV module output power estimation.  

As described in the above examples, ANNs are being widely utilized in PV systems, 

mostly for irradiance estimations and rarely for PV output power predictions. 

Nevertheless, in most of the cases the inputs to the developed ANNs are raw location, 

time and meteorolocial data like latitude, longitude, altitude, month and day of year, 

etc. In this study, more definitive functions of the mentioned parameters namely being 

the solar altitude, azimuth and incidence angles, which precisely indicate the Sun’s 

position in the sky, alongside with real-time and synchronous measurements of 

irradiance (W/m2) and PV module output power (W/min) as well as the calculated PV 

module surface temperature values are presented to the proposed ANNs. 

In this study, calibrated and sensitive measurement equipment are utilized for well-

detailed and highly accurate data acquisition which will be comprehensively described 

in the next section. Nevertheless, regardless of how well-detailed, accurate and 

straight-forward-looking the inputs are, the PV module output power cannot be 

precisely described based on first physical principles. Especially the effect of the PV 

module surface temperature highly complicates the PV module output power 

estimation process. The PV module output power increases with increasing irradiance, 

while the PV power generation tendency decreases with increasing module 

temperature, which is again directly caused by increasing irradiance received on the 

module surface. Although a fine analytical or physical model can be employed for PV 
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power estimation and fault detection at an adequate accuracy level, the need for a 

qualified and eligible machine learning technique for highly-precise PV module output 

power estimation and fault detection is emphasized by taking the above issues into 

consideration. The focus of this study is to give insight of competency of the well-

recognized MLP machine learning technique with appropriate back-propagation 

algorithm for PV power estimation and fault detection applications in existence of 

sufficient amount of input data sets. 

A general review of various PV system faults and corresponding fault detection and 

mitigation approaches is provided in [46]. Several simulation-based fault detection 

models for small PV systems are developed in [47,48]. PV system fault detection 

approaches based on climate data retrieved from satellite observations are introduced 

in [49,50]. Other approaches such as data-driven, graph-based and wireless sensor-

based fault detection, represented in [51-53], also address the PV system monitoring 

challenge. 

Online fault detection of PV systems using a one-equation model with irradiance and 

PV module surface temperature is developed in [54]. In order to examine the accuracy 

of the model, the authors compare it with feed-forward ANN models and conclude that 

although ANNs perform better, the performance of the one-equation model is also 

satisfactory. 

In this study, two ANNs for PV module output power estimation and fault detection 

are developed. The details regarding data acquisition and ANN training, testing and 

implementation processes are comprehensively presented in the following sections. 
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1.1 Thesis Contribution 

As previously discussed, ANNs are widely being deployed in solar system supervision 

and monitoring, but in most cases the inputs to the mentioned ANNs are raw data such 

as latitude, longitude, altitude, month, day, and time values. In this study, instead of 

directly feeding raw input data to the ANNs, the input data is processed and parameters 

like the solar altitude and azimuth angle as well as the angle of incidence which are 

functions of latitude, longitude, altitude, month, day, and time are provided to the 

ANNs as inputs. Most ANN practitioners agree on the fact that the ANNs perform 

better when provided by more definitive input paths and functions rather than just 

random and raw values. 

On the other hand, the per-minute measurements of PV module output power (W/min), 

irradiance (W/m2) and PV module surface temperature are other inputs to the system 

developed in this study. Calibrated and sensitive measurement equipment are utilized 

for highly precise data acquisition, but regardless of how well-detailed, precise and 

straight-forward-looking the inputs are, the PV module output power generation 

cannot be described by the first physical principles. The PV module surface 

temperature highly complicates the PV module output power estimation. The PV 

module output power increases by increasing irradiance level, but in parallel the PV 

module power generation tendency decreases with increasing PV module surface 

temperature which is a direct result of increasing irradiance level. In other words, the 

irradiance level plays both positive and negative effect in PV module output power 

generation at the same time which cannot be thoroughly described using an analytical 

or physical model. The need for a highly qualified and eligible machine learning 

technique that can handle all the possible contradictions is highlighted by taking the 
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above into consideration. The aim of this study is to provide a comprehensive analysis 

of the well-recognized MLP (Multi-Layer Perceptron) machine learning technique 

with the robust Bayesian Regularization (BR) backpropagation approach in PV 

module output power estimation and fault detection. The measured PV module output 

power is fed to an ANN in order to detect any possible fault on PV module surface, 

for the first time, in this study. The full versions of our previously published studies 

that led to achieve the goals of this work are presented in the Appendices section.  

Such PV module-level approach may be deployed in broader PV fleets by taking 

developmental requirements into consideration. The utilization of the PV output power 

estimation and fault detection system expectedly yields higher efficiency and lower 

support and maintenance costs for PV systems in long term. 
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Chapter 2 

DATA ACQUISITION 

The data sets used in this study consist of highly accurate experimental measurements 

and synchronized calculations collected during a three-month period from Nov. 1st, 

2015 to Jan. 31st, 2016. A South oriented, 45° tilted monocrystalline silicon solar panel 

(Pmax: 40 W, VOC: 21.6 V, ISC: 2.56 A) located at 35° 8' 51" N, 33° 53' 58" E, with 1 

meter elevation from the sea level and a pyranometer at same location with same tilt 

and alignment are used for real-time measurement purposes. The Sun’s position in the 

sky, the solar angle of incidence and the solar panel surface temperature are also 

calculated synchronously. Before proceeding to the data acquisition process, a 

preliminary review of solar energy characteristics and principals are beneficial to 

readers.  

2.1 Solar Energy Characteristics 

It is always desirable for anyone dealing with solar energy applications in any 

geographical location to be able to estimate the solar radiation intensity that is received 

on the Earth surface and is converted into energy by the solar systems. The spectral 

form of the solar energy determines the direction of sunlight beams (in terms of 

directly or diffusely emitted beams), as well as the geographical and time distribution 

of solar energy. Any estimation regarding the solar energy intensity should be made 

by considering the mentioned spectral form. There are several objects contained in the 

Earth atmosphere such as natural and artificial aerosols, cloud layers, etc. The 

interference of such factors make the estimation of solar radiation intensity at the 
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Earth’s surface much more difficult as compared to the same estimation at the outer 

edge of the atmosphere. 

The solar radiation estimation process can be explained in three main parts which are 

the position of the Earth and the Sun in our solar system, time systems and also the 

manner by which solar radiation passes through the atmosphere and reach the Earth’s 

surface. The first part which deals with determination of the Earth’s and the Sun’s 

position in the solar system or more simply the Sun’s position in the sky will be 

comprehensively explained due to its significant importance in solar radiation 

estimations. The latter two parts, time systems and solar beam behavior, will also be 

described briefly through this section. However, before proceeding to further 

definitions, a solar terminology overview is useful for readers.  

2.1.1 Terminology 

Some of the most common solar energy terms are briefly described as follows; 

 Solar Radiation: The complete spectrum of solar electromagnetic radiation 

emission.  

 Insolation: A quantitative rate which determines the amount of solar radiation 

received on a given surface area. The insolation (also called solar irradiation) 

may be measured in unit of Watts hour per meter square (Wh/m2).  

 Solar constant: There is a significant difference in solar radiation intensity 

before and after entering the Earth’s atmosphere due to the previously 

mentioned factors. The irradiance level of 1366 W/m2 measured at the outer 

edge of the Earth’s atmosphere (the solar constant) is reduced when received 

at the Earth’s surface due to several interactions with different particles in the 
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atmosphere. The amount of 1000 W/m2 is considered as the solar irradiance 

under Standard Test Condition (STC). 

Annual Mean Insolation: As the name suggest, it is a measure of average solar power 

received on the Earth’s surface in one year. The annual mean insolation maps of the 

World, Europe and Cyprus are given in Figures 2.1, 2.2 and 2.3, respectively. 

 
Figure 2.1: Annual Mean Insolation in the World [55] 
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Figure 2.2: Annual Mean Insolation in Europe [55] 

 
Figure 2.3: Annual Mean Insolation in Cyprus [55] 
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2.1.2 Solar Irradiance Spectrum 

The range and intensity of the solar radiation wavelengths is rummaged via the solar 

irradiance spectrum. The solar radiation wavelengths range from 0.2 μm to 2.0 μm, 

while the wavelengths visible by human eye range between 0.4-0.8 μm (which 

correspond to colors violet and red). Figure 2.4 illustrates the solar irradiance spectrum 

and the human eye visible part within it. As obvious in the figure, the solar irradiance 

peaks around 0.5 μm. 

 
Figure 2.4: Spectrum of Solar Irradiance 
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2.1.3 Time Systems  

Time systems are of significant importance in solar radiation estimation taking that the 

Sun’s movement can be described as a function of time. Various time systems are 

characterized, the most significant of which are the Civil Time (CT), the Local 

Apparent Time (LAT), and the Universal Time (UT).  

The CT is generally defined by latitude and longitude, by which the wavelength and 

the sunrise/sunset times are, respectively, determined. The time system also called the 

Local Mean Time (LMT) is introduced to ease the calculation for vast geographical 

area coverage. The LAT, also called the solar time, is mostly deployed in solar 

applications as an alternative to the CT. In LAT the solar noon is defined as the time 

at which the Sun passes the South axis which corresponds the highest elevation of the 

Sun in the sky. In this system, the sunrise/sunset times are independent of the 

longitude, oppositely to the CT. In UT, the Greenwich longitude (defined as zero) is 

the reference longitude. At longitude zero (Greenwich) there are differences between 

CT and LAT, as a consequence of the Earth’s motion about its North axis, which is 

described by time equations. The time equation value varies based on the Julian day, 

which is illustrated in Figure 2.5.  
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Figure 2.5: The Equation of Time Values [56] 

The Julian day factor is comprehensively described further on in the Sun’s position 

calculations. If Greenwich Mean Time (GMT) is taken as the observation point time 

zone, each degree of the longitude towards West refers to -4 minutes. The Central 

Europe Time (CET) leads the GMT by one hour. The relationship between the 

mentioned time zones is given by; 

𝐿𝐴𝑇 = 𝐿𝑀𝑇 +
𝐸𝑜𝑇+𝜆−𝜆𝑅

15
− 𝐶 (decimal hours)                       (2.1) 

where, 

𝐸𝑜𝑇  : The equation of time  

𝜆 : Longitude (East Positive) 

𝜆𝑅 : Time Zone Longitude (East Positive) 

C : The summer time improvement parameter (normally set to 1 for the countries 

in which the summer time is applied) 
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2.1.4 Extraterrestrial Solar Radiation  

As previously described, the solar radiation intensity at the outer edge of the Earth’s 

atmosphere is 1366 W/m2. The Northern hemisphere is closer and further to the Sun 

in winter and summer, respectively, as a consequence of the Earth turning around the 

Sun in an elliptical orbit. ‘Perihelion’ happens on January 2nd and refers to the Earth’s 

closest position to the Sun and ‘Aphelion’ happens on July 2nd when the Earth is in the 

furthest position to the Sun. The mentioned movement pattern is illustrated in Figure 

2.6. 

 
Figure 2.6: The Earth-Sun Movement Pattern 

The distance between the Earth and the Sun may vary by ±1.7%. The solar constant 

value also changes by 1 W/m2 in 11.2 years. The intensity of the irradiance hitting a 

horizontal surface outside the Earth’s atmosphere is indicated by G0 and calculated as 

follows; 

𝐺0 = 1367𝜀 𝑠𝑖𝑛(𝛿𝑠 ) W/m2                                                       (2.2) 

where, 

𝜀 : The improvement parameter for solar range 

𝛿𝑠  : Altitude Angle of the sun 
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The following equation gives the correction factor to the mean solar range, 𝜀; 

𝜀 = 1 + 0.0334cos (𝑗′ − 2.80°)                                                (2.3) 

where, 

𝑗′ : The day angle 

God is described as the daily irradiation from sunrise to sunset measured in Wh/m2. 

Figure 2.7 illustrates the God against latitude and Julian day number and Figure 2.8 

shows the average solar irradiation received at the Earth’s atmosphere. 

 
Figure 2.7: The Variations in God as a Function of the Julian Day Number and 

Latitude [56] 

 
Figure 2.8: The Average Irradiance Hitting the Earth`s Atmosphere 
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2.1.5 Behavior of Sunlight Beams at the Earth’s Surface 

The solar beams go through several interactions while passing the atmosphere and 

reaching at the Earth’s surface. The solar radiation intensity that is received on the 

Earth’s surface after all those interactions is called the global irradiance. The most 

important fact for the solar practitioners is that the sunlight beams are decomposed 

into three components after passing the atmosphere. These are namely direct, diffuse 

and albedo components. The solar cells installed on the Earth’s surface are interacting 

with all the mentioned solar radiation components.  

The diffuse portion of solar radiation, as the name suggests, is the fraction of solar 

beams diffused (or scattered) by clouds, aerosols or other particles existing in the 

Earth’s atmosphere. It can be easily predicted that on a cloudy day the solar cells that 

are installed in places without direct sunlight, are dominantly affected by the diffuse 

portion of the solar beams, while the cells that see the sunlight directly are mostly 

affected by the direct beams as a matter of fact. As previously mentioned, the last 

significant portion of the solar radiation corresponds to the beams that are reflected 

from the Earth’s surface or from the objects on the Earth’s surface. This last 

component, called the albedo component, generally has a minor effect on the solar cell 

performance but its effect becomes significant in locations near seashores or snowy 

mountains (like the Swiss Alps) due to the remarkable reflection of the solar beams 

from the sea or snow. The three solar radiation components are demonstrated in Figure 

2.9. 
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Figure 2.9: The Direct, Diffuse and Albedo Components of Solar Radiation 

The solar beams go through several interactions with particles existing in the Earth’s 

atmosphere which makes it difficult to estimate the global solar radiation received on 

the Earth’s surface, especially on cloudy days. Particles like aerosols, water vapor, etc. 

in the atmosphere have different effects on solar beams, as some of these particles 

absorb and the others scatter the beams. 

Generally, out of 100% of the solar beams entering the Earth’s atmosphere; 

• %20 are absorbed within the atmosphere. 

• %23 diffused back to the space. 

• %57 pass the atmosphere and reach the Earth`s surface. 

The 57% of the solar beams reaching the Earth’s surface is shared as 49% being 

absorbed and the rest 8% being reflected by the ground albedo effect.   
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2.2 The Sun’s Position in the Sky 

It is much needed to calculate the Sun’s position in several solar energy research and 

application processes. The Sun’s position in the sky is defined by the solar altitude and 

azimuth angles [55]. A general illustration of the Sun’s position from the point of view 

of an observer on the Earth is given in Figure 2.10. 

 
Figure 2.10: The Sun’s Position as Observed from the Earth 

The Sun’s position estimation for every geographical location at any time instant is of 

crucial importance for solar researchers and practitioners. The main parameter used in 

such calculation are listed as follows; 

• The latitude of the observation point  

• The Julian day number 

• The hour angle corresponding to the specific time instant 

Each day of a year can be indicated by a number. Such enumeration can be carried out 

by the Julian day number according to Table 2.1. 
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Table 2.1: The Julian day number of the ith day in a year 

Month Julian Day Number Leap Year 

January i  

February 31+i  

March 59+i (+1) 

April 90+i (+1) 

May 120+i (+1) 

June 151+i (+1) 

July 181+i (+1) 

August 212+i (+1) 

September 243+i (+1) 

October 273+i (+1) 

November 304+i (+1) 

December 334+i (+1) 

The hour angle, ω, is used to define the time of day in degrees. It is set to zero for solar 

noon and shifted by 15° cycles for each hour. The hour angle can be calculated as; 

𝜔 = 15(𝐿𝑆𝑇 − 12) (2.2.1) 

The Local Solar Time (LST) slightly varies from the Local Time (LT) due to the 

atypicality of the Earth’s orbit and the human regulations (such as time zone settings 

and daylight saving applications). The LST is expressed as; 

𝐿𝑆𝑇 = 𝐿𝑇 +  
𝑇𝐶

60
 

(2.2.2) 

𝑇𝐶 = 4(𝐿𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑒 − 𝐿𝑆𝑇𝑀) + 𝐸𝑜𝑇 (2.2.3) 
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𝐸𝑜𝑇 = 9.87 sin(2𝐵) − 7.53 cos(𝐵) − 1.5 sin(𝐵) (2.2.4) 

𝐵 =  
360

365
 (j – 81) (2.2.5) 

𝐿𝑆𝑇𝑀 = 15° . 𝛥𝑇𝐺𝑀𝑇 (2.2.6) 

where, 

TC  : Time Correction factor 

EoT  : Equation of Time 

LSTM  : Local Standard Time Meridian 

ΔTGMT  : The difference of local time from Greenwich Mean Time (GMT) 

2.2.1 The Declination Angle  

One of the most significant factors in calculation of the Sun-Earth relationship is the 

declination angle which is represented by δ. The Sun’s declination is a continually 

varying function of time. The declination measure changes throughout a day, but since 

it is a very small value, the daily declination rate is accepted as a constant. In order to 

calculate the solar declination for an instance, the only required parameter is the 

number of day in a year which is expressed by the Julian day number as previously 

discussed. Equation (2.2.7) is simply used for solar declination angle calculation. 

𝛿 = sin−1{0.3978sin (𝑗` − 80.20 + 1.92(sin(𝑗` − 2.800)))} (2.2.7) 

𝑗` = 𝑗 × 365.25 (2.2.8) 

where, 

j  : The Julian day number 

𝑗`  : The Julian day angle 
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2.2.2 The Solar Altitude Angle 

The solar altitude angle which determines the Sun’s height or elevation in the sky is 

expressed as; 

𝛾𝑠 = sin−1(sin𝜑sin𝛿 + cos𝜑cos𝛿cos𝜔) (2.2.9) 

where, 

𝜑 : The latitude of the observation point   

𝛿 : The solar declination angle, degrees  

𝜔 : The solar hour angle 

The solar zenith angle is the complement of the solar altitude angle and is represented 

as; 

𝑍𝑠 = 90 − 𝛾𝑠 (2.2.10) 

 
Figure 2.11: The Solar Altitude and Zenith Angles 
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The angle values which are calculated minute by minute on each data acquisition day 

are normalized in the range of 0-1 in order to be configured as appropriate inputs to 

the proposed ANNs. The normalization process yields data close to 1 for angle values 

that have the utmost effect on PV module power generation and data close to 0 vice 

versa. The normalized solar altitude angle values calculated minute by minute on Nov. 

12th, 2015 as a typical data acquisition period are demonstrated in Figure 2.12. 

As demonstrated in Figure 2.12, the normalized solar altitude angle takes on its highest 

values (indicating the Sun being in highest elevation in the sky) around solar noon. 

 
Figure 2.12: The Normalized Solar Altitude Angle Values Calculated on Nov. 12th, 

2015 
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2.2.3 The Solar Azimuth Angle 

The solar azimuth angle, which determines the Sun’s deviation from North axis, is 

another important parameter in calculating the Sun’s position in the sky. The solar 

azimuth angle is represented by the following equations; 

{
𝛼𝑠 = 180 − cos−1(cos 𝛼𝑠)           If sin 𝛼𝑠 < 0 

𝛼𝑠 = 180 + cos−1(cos 𝛼𝑠)           If sin 𝛼𝑠 > 0
 

(2.2.11) 

where, 

cos 𝛼𝑠 = (sin 𝜑 sin 𝛾𝑠 − sin 𝛿)/ cos 𝜑 cos 𝛾𝑠 (2.2.12) 

sin 𝛼𝑠 = cos 𝛼𝑠 sin 𝜔/ cos 𝛾𝑠 (2.2.13) 

The solar azimuth angle is illustrated in Figure 2.13. 

 
Figure 2.13: The Solar Azimuth Angle 

Likewise the solar altitude angle, the solar azimuth angle values are also calculated on 

a minute by minute basis during the data acquisition period and the calculated angle 

values are normalized between 0 and 1 in order to be shaped as desirable ANN inputs. 

The normalization process is again carried out based on the effect of the angle value 

on the PV module power output (since the PV module is South oriented, the 
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normalized value takes on 1 when the Sun is exactly in South direction corresponding 

to the solar azimuth angle 180° and the normalized value takes on 0 when the Sun is 

in North direction with azimuth angle 0°).  

The normalized solar azimuth angle values calculated minute by minute on Nov. 12th, 

2015 as a typical data acquisition period are demonstrated in Figure 2.14. As 

demonstrated in the figure, the normalized solar azimuth angle peaks at solar noon 

indicating that the Sun is exactly in South direction. 

 
Figure 2.14: The Normalized Solar Azimuth Angle Values Calculated on Nov. 12th, 

2015 

2.2.4 Solar Angle of Incidence  

The angle of incidence is defined as the angle between the emitted solar beams and a 

perpendicular vector on a PV module surface that receive the radiation. The accurate 
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calculation of this angle is of significant importance for the solar energy researchers 

and practitioners since the maximum power a PV module can produce is directly 

related to the cosine of this angle. The angle of incidence can be calculated by the 

following equation; 

𝜃 = cos−1[cos(𝛽) cos(𝑍𝑠) + sin(𝛽) sin(𝑍𝑠) cos (𝛼𝑠 − 𝛼𝑚)] (2.2.14) 

where, 

𝛽 : Tilt angle of the solar collector (Horizontal: 0°) 

𝑍𝑠 : Zenith Angle of the Sun 

𝛼𝑚 : Module azimuth angle (North: 0°, East: 90°) 

A demonstration of the angle of incidence with respect to the Sun’s position in the sky 

and the module azimuth angle is given in Figure 2.15. 

 
Figure 2.15: The angle of Incidence 

The normalization of this last angle is carried out in the same manner of the previous 

angle value normalizations. Since the utmost effect of the Sun’s position in the sky 
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corresponds to the solar beams hitting the surface of a PV module perpendicularly, the 

normalized incidence angle takes on value 1 when the incidence angle value is 0° and 

decreases to 0 as the angle between solar beams and PV module perpendicular vector 

increases. The normalized solar azimuth angle values calculated minute by minute on 

Nov. 12th, 2015 as a typical data acquisition period are demonstrated in Figure 2.16. 

The figure shows that the normalized incidence angle is at its highest position around 

solar noon when to solar beams hit the PV module surface perpendicularly. 

  
Figure 2.16: The Normalized Solar Azimuth Angle Values Calculated on Nov. 12th, 

2015. 

2.2.5 PV Module Output Power 

The generated power of a South oriented 45° tilted PV module directly feeding a 

constant resistive load is measured (in W) during the mentioned three-month interval 

on per-minute basis and logged after being normalized in the range 0-1. The 
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normalized PV module output power is used as ANN target output and ANN input for 

estimation and fault detection purposes, respectively. The normalized PV module 

output values logged on Nov. 12th, 2015, Dec. 17th, 2015 and Jan. 12th, 2016 

corresponding to typical clear, overcast and partly cloudy data acquisition periods are 

given in Figure 2.17. 

 
Figure 2.17: The Normalized PV Module Output Power Values, Measured per-

minute in (W) on Nov. 12th, 2015, Dec. 17th and Jan. 12th, 2015 

2.2.6 The Irradiance Level 

A pyranometer at same location with same tilt and alignment of the PV module is used 

for minute by minute measurement of irradiance level (in W/m2) during the three-

month data acquisition period. The collected data is normalized in the range 0-1 to be 

prepaid as proper ANN input. The normalized irradiance values logged on Nov. 12th, 
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2015, Dec. 17th, 2015 and Jan. 12th, 2016 corresponding to typical clear, overcast and 

partly cloudy data acquisition periods are given in Figure 2.18. 

 
Figure 2.18: The Normalized Irradiance Values, Measured Minute by Minute in 

(W/m2) on Nov. 12th, 2015, Dec. 17th and Jan. 12th, 2015 

2.2.7 PV Module Surface Temperature 

Another important parameter in determination of a PV module output power is the PV 

module surface temperature. As discussed earlier, electrical power is generated as solar 

beams hit the surface of a PV module by the PV effect. However, another effect of 

solar beams hitting the surface of a PV module is the increment of the PV module 

surface (and PV cell) temperature. Taking the fact that the power generation trend of 

a PV module decreases with increasing cell temperature, the temperature issue gains 

significant importance in PV power estimation. There are several ways of PV module 

surface temperature measurement, the most straight forward one being the direct usage 
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of surface temperature sensors. Nevertheless, alternative methods of surface 

temperature prediction or calculation suggest less sensor dependent systems. For 

example the ANN based PV module surface temperature estimation is  carried out in 

[57].  

Another method for PV module surface temperature determination is suggested in 

[58], where the PV module surface temperature can be calculated as a function of the 

Nominal Operating Cell Temperature (NOCT), ambient temperature and irradiance 

level (Etot) using the following formula; 

𝑇 = 𝑇𝑎𝑚𝑏𝑖𝑒𝑛𝑡 + ((𝑁𝑂𝐶𝑇 − 20°𝐶)(𝐸𝑡𝑜𝑡/800 𝑊𝑚−2)) (2.17) 

As previously mentioned, the PV power generation tendency decreses with increasing 

cell temperature. Therefore, the normalization process of this parameter in the range 

0-1 is performed accordingly, yielding values close to 1 for lower surface temperatures 

and valuess close to 0 for higher temperature (in other words, higher normalized values 

for higher PV power generation and vice versa).  

The meteorological information obtained real-timely from the Larnaca international 

airport (LCLK) and the synchronizedly measured irradiance values are used for the 

PV module surface temperature calculation. The normalized PV module surface 

temperature values calculated on Nov. 12th, 2015, Dec. 17th, 2015 and Jan. 12th, 2016 

corresponding to clear, overcast and partly cloudy days, respectively, are given in 

Figure 2.19. 
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Figure 2.19: The Normalized PV Module Surface Temperature Values, Calculated 

Minute by Minute in (°C) on Nov. 12th, 2015, Dec. 17th and Jan. 12th, 2015 

Summarizing the above, the PV module output power (W) and the irradiance rate 

(W/m2) are measured minute by minute while the Sun’s position in the sky, the 

incidence angle and the PV module surface temperature values are calculated real-

timely and synchronously during the three-month data acquisition interval from Nov. 

1st, 2015 to Jan. 31st, 2016.  

The collected data is normalized in the range 0-1 in order to be formed as suitable 

input/output data for the ANNs. The details of ANN development with the above 

mentioned input/outputs for PV module power estimation and fault detection will be 

comprehensively described in the following chapter. 
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Chapter 3 

INVESTIGATION OF THE APPROPRIATE ANN 

The scope of this study is to develop an artificial neural network-based method for PV 

module output power estimation and fault detection. It is intended to investigate the 

competency of the well-known Multi-Layer Perceptrons (MLPs) with appropriate 

back-propagation techniques and sufficient input amount. In this regard, two ANNs 

are eventually evolved for PV power estimation and fault detection objectives after 

preliminary research and development stages. The comprehensive details of creation 

and validation of the proposed ANNs are given in this section. 

The competency of the Levenberg-Marquardt (LM) and the Bayesian Regularization 

(BR) back-propagation algorithms are investigated for PV module power estimation. 

The normalized values of the solar altitude angle, the solar azimuth angle, the angle of 

incidence, the irradiance level and the PV module surface temperature collected during 

Nov. 1st, to Nov. 25th, 2015 are fed to the ANNs as input values. While the input data 

set corresponds to severe meteorologically fluctuating intervals, the noise in data is 

tolerable due to the sensitivity of the utilized measurement equipment and accuracy of 

the calculations. The target output presented to the ANNs during the learning phase is 

the normalized PV module output power collected during the mentioned interval. All 

input/output data sets are consisting per-minute accurate measurements and 

calculations. The two ANNs are both of feed-forward MLP architectures with one 
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hidden layer consisting of 15 neurons. The ANN architecture shown in Figure 3.1 is 

constructed for further analysis.  

 
Figure 3.1: The Proposed ANN Architecture. (x1: Normalized γs, x2: Normalized αs, 

x3: Normalized θ, x4: Normalized Etot, x5: Normalized T, y: Normalized PV Module 

Output Power, IL: Input Layer, HL: Hidden Layer, OL: Output Layer 

The reason that 15 is decided to be the size of the proposed ANNs’ hidden layer is that 

it is experimentally validated that a lesser size lacks the desirable estimation accuracy 

while a larger size is highly computational time and memory consuming with no more 

contribution to the estimation accuracy. The transfer or activation functions are log-

sigmoid and purelin in hidden and output layers, respectively. The mentioned 
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activation functions are formulated in equations (3.1) and (3.2) and illustrated in Figure 

3.2. 

𝑙𝑜𝑔𝑠𝑖𝑔(𝑛) =
1

1 +  𝑒−𝑛
 (3.1) 

𝑝𝑢𝑟𝑒𝑙𝑖𝑛(𝑛) = 𝑛 (3.2) 

 
Figure 3.2: ANN Hidden and Output Layer Activation Functions 

Random small values are assigned to the network weights and the inputs are fed to the 

input layer at the beginning of the ANN training process. Since the network is of feed-

forward architecture, the input data only propagates in one direction through the 

network layers until it reaches the output layer. At this stage, the error is calculated 

based on the specified error function to compare the resultant output and the target 

output. The target output is used to supervise the learning process of the ANN. 

Furthermore, the calculated error is back-propagated in the network and the weights 

are adjusted according to the weight update rules. Both error functions and network 

weight update rules are specified by the selected training algorithm. This process is 

repeated until the training error falls below a pre-set threshold. The training error 

threshold should neither be too loose nor too tight, and should be set appropriately in 

order to save the network from either being under-fitted or over-fitted. An under-fitted 
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network lacks precision while an over-fitted network accustoms to the training inputs 

and fails in generalizing outputs for new and unseen inputs.    

The effectiveness of the BR algorithm is better expressed by the fact that the algorithm 

eliminates the redundant network weights (weights that do not affect the problem 

solution) and performs better in passing the local minima obstacles. Also the BR 

algorithm does not require cross validation (as opposed to the LM algorithm) which 

saves a significant part of data from being reserved for validation process. Also the BR 

algorithm saves the ANNs from being over-trained or over-fitted.  

As mentioned before, the ANN training, testing and validation data sets were acquired 

during Nov.1st to Nov. 25th, 2015 and the ANN implementation period is selected as 

Nov. 26th, to Dec. 7th, 2015. 10695 combinations of data, each consisting of 5 inputs 

and 1 output, are presented to the ANNs as training input and target output during the 

supervised ANN training, testing and validation processes. The 5 training inputs being 

the normalized values of the solar altitude and azimuth angles, angle of incidence, 

irradiance and PV module surface temperature are presented at the input layer in each 

iteration. The normalized input values are processed through the hidden layer by log-

sigmoid activation function and are passed to the output layer containing a single 

neuron with linear transfer function. At this stage, the resultant output is compared to 

the target output (which is in the range 0-1) and after the error is calculated by the 

corresponding error or cost function, it is back-propagated in the network and the 

corresponding update rule is applied to the network weights in order to decrease the 

error for the next iteration. After several epochs of error back-propagation and network 

weight adjustments the pre-set training error threshold is satisfied and the network 

becomes ready to make generalization for new inputs without any target output 
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presented. As previously described, the objective is to save the ANNs from being 

under-fitted or over-fitted. The training goal is very significant in this case. A loose 

training goal develops a weak network incapable of making accurate estimations and 

a tight training goal forces the network to produce outputs highly similar to the training 

targets and results in development of a network incapable of making generalization for 

new inputs. In this regard, the minimum gradient of 1.0e-10 is set as the training goal 

for both ANNs in order to obtain both precision and generalization capabilities at the 

same time. 

The first ANN is created and 70% (7487 paths) of the data collected during data 

acquisition period is allocated to the ANN training phase. Inputs and targets are 

presented to the network in this phase and the network weights are adjusted based on 

the LM algorithm. In order to measure the generalization capabilities of the ANN, 

another 15% (1604 paths) of data is presented to the network during the validation 

phase. At this point, the network is supposed to be ready to make estimations and 

generalization. Therefore, the testing phase is initiated independently than the training 

and validation phases with the remaining 15% (1604 paths) of data in order to measure 

the performance of the network. In this last phase, no output targets are presented to 

the network in order to rate the network estimation and generalization capabilities. 

This whole process ends when the validation procedure stops making more 

generalizations. 

The same procedure is followed for development of the second ANN. As mentioned 

before, the BR algorithm does not require validation processes, thus 85% (9091 paths) 

and 15% (1604 paths) of the collected data are allotted to the second ANN training 

and testing processes, respectively. It is clear that the BR algorithm has saved 1604 
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paths of data from being reserved for validation purposes. The mentioned paths are 

also added to the training data sets and the whole process stops at the pre-set 1000 

back-propagation epochs limit. Figure 3.3 shows the regression plots of the two ANNs 

with different training algorithms. 

 
Figure 3.3: The Regression Plots of (a) Levenberg-Marquardt and (b) Bayesian 

Regularization Training Backpropagation Algorithms 

The performance details of the ANN training, testing and validation processes for LM 

and BR are given in Table 3.1. The Mean Absolute Error (MAE) and the Mean 

Absolute Percentage Error (MAPE) values between the ANN predicted and the 

measured PV module output power values for the ANNs implementation period from 

Nov. 26th, to Dec. 7th, 2015 are given in Table 3.2. In order to have reasonable and 

robust MAPE calculations, the overcast sky days are excluded from Table 3.2. (In an 

overcast sky day when almost no electrical power is generated by a PV module, a 

measured power value of ‘0 W’ and an estimated power value of ‘0.001 W’ yield 100% 

MAPE, which makes no sense in terms of statistical analysis). 
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Table 3.1: Performance metrics of the Levenberg-Marquardt (LM) and the Bayesian 

Regularization (BR) training backpropagation algorithms 

 

Performance 

Metrics 

 

Levenberg-

Marquardt 

(LM) Algorithm 

 

Bayesian Regularization 

(BR) Algorithm 

Best Training Performance 1.2549e-04 1.0211e-04 

Best Validation Performance 1.3365e-04 Not applied in BR 

Best Testing Performance 1.0787e-04 1.0418e-04 

No. of Training Epochs 162 1000 

Best Training  Epoch 154 1000 

Minimum Gradient 6.2957e-06 1.2496e-08 

Training Time (in Seconds) 16.27 114.53 

Table 3.2: The Mean Absolute Error (MAE) and the Mean Absolute Percentage Error 

(MAPE) between the Estimated and the Measured PV Module Output Power Values 

for Different ANN Implementation Periods 

ANN 

Implementation 

Period 

Mean 

Absolute 

Error(LM) 

(mW) 

Mean 

Absolute 

Error(BR) 

(mW) 

Mean 

Absolute 

Percentage 

Error (LM) 

Mean 

Absolute 

Percentage 

Error (BR) 

November 26th, 2015 1.45 1.42 7.05% 5.87% 

November 27th, 2015 1.12 0.94 5.62% 5.43% 

November 28th, 2015 1.58 1.04 5.74% 4.54% 

November 29th, 2015 1.82 1.29 9.74% 6.28% 

December 2nd, 2015 1.7 0.93 7.33% 4.77% 

December 7th, 2015 2.16 0.71 3.18% 2.06% 

Average 1.64 1.05 6.44% 4.83% 
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The developed ANNs with LM and BR algorithms are implemented from Nov.26th, to 

Dec. 7th, 2015. The meteorological conditions during the mentioned period varies from 

smooth clear to highly fluctuating partly cloudy conditions. The aim is to investigate 

the PV module output power estimation capabilities of the ANNs with different 

training algorithms. For better expression of the ANN performances, scatter graphs of 

ANN-estimated vs. real-timely measured PV module output power for sample 

implementation days, Nov. 26th, Nov. 28th, and Dec. 7th, 2015, with highly fluctuating 

partly cloudy, partly cloudy and clear sky weather conditions, respectively, are given 

in Figure 3.4-a, 3.4-b and 3.4-c. Also the plots of the BR-based ANN-estimated and 

the measured PV output power for the same days are given in Figure 3.5-a, 3.5-b and 

3.5-c. 
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Figure 3.4: The Measured vs. the Estimated PV Module Output Values for ANNs 

Implemented by the LM and the BR Algorithms on (a) November 26th, 2015, (b) 

November 28th, 2015 and (c) December 7th, 2015 
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Figure 3.5: The Measured and the Estimated PV Module Output Power Values for 

ANN Implemented by BR Algorithm on (a) November 26th, 2015, (b) November 

28th, 2015 and (c) December 7th, 2015 



63 

 

It is obviously expressed by the scatter graphs of Figure 3.4 that the BR algorithm 

outperforms the LM algorithm in terms of ANN development for PV module output 

power estimation. The results were expectable taking that the BR training back-

propagation algorithm is known to work well with relatively large-sized, noisy and 

rigid data as previously mentioned. Although the indicated performance improvement 

for a single PV module output power estimation may appear to be relatively small, 

such improvement gains significant importance when the application is expanded to 

broader PV fleets after taking necessary developmental considerations. The average 

MAE and MAPE between the estimated and the measured PV module generated power 

for the ANN implementation period (Nov.26th, to Dec.7th, 2015) are calculated as 1.64 

(mW) and 6.44%, respectively, for the ANN with the LM algorithm, while these values 

are decreased to 1.05 (mW) and 4.83% by utilizing the BR as the training algorithm 

for the ANN. Taking the above accuracy metrics into consideration, it is concluded 

that the BR back-propagation algorithm is the right choice for ANN-based PV module 

output power estimation applications. 

3.1 Development of a Preliminary Artificial Neural Network 

At this stage, a possible approach would be directly proceeding to develop the final 

ANNs for PV module output power estimation and fault detection. However, it is 

intended to launch a preliminary ANN (hereinafter called ‘PANN’) using a portion of 

collected data in order to investigate any possible deficiency or difficulty as well as to 

have statistical measures of ANN implementations with different data sizes. The latter 

would determine either increasing the data size beyond a certain point provides 

significant improvement to the ANN performance or some convergence is achieved in 

terms of ANN estimation accuracy with sufficiently-sized data.  
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In this part, over 20,000 paths of data collected during a two-month period from Nov. 

1st, to Dec. 31st, 2015 is used as a fraction of total data, in order to train, test and 

implement an ANN for PV module output power estimation. The developed ANN is 

of the same architecture demonstrated in figure 3.1, with the previously described and 

examined BR back-propagation training algorithms and the same input/output data of 

the normalized values of per-minute measurements and calculations utilized for ANNs 

developed in this section. 

After the three-layer ANN with log-sigmoid and purelin activation functions in the 

hidden and the output layer is launched, 85% (17581 paths) of data collected during 

the mentioned two-month period is fed as training inputs to the ANN input layer and 

the training process is carried out based on BR back-propagation algorithm. Minimum 

gradient of 1.0e-12 is set as the training performance goal. A more rigorous training 

goal is set for this ANN compared to the previously developed ANNs, and also the 

training data size is increased to more than double, therefore it is of no surprise that 

the network went through a tougher training process and satisfied the desired training 

goal in 1169 back-propagation epochs. As previously mentioned the BR algorithm 

does not require cross validation process so the rest 15% (3103 paths) of data is allotted 

to the testing phase. In the testing phase no target output is presented to the network in 

order to examine the generalization capabilities and precision of the ANN. The 

performance plot of the ANN training and testing process showing the best training 

performance (3.4032e-04) achieved at epoch 1169 is given in Figure 3.6. The 

regression plot of the ANN training and testing processes is given in Figure 3.7, and 

the performance metrics of the ANN training and testing processes is given in Table 

3.3. 
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Figure 3.6: The Performance Plot of the ANN Training and Testing Processes 

 
Figure 3.7: The Regression Plot of the ANN Training and Testing Processes 
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Table 3.3: Performance metrics of the ANN training and testing processes 

Training Function 'trainbr' 

Best Training Performance 3.4032e-04 

Best Testing Performance 3.3219e-04 

No. of Training Epochs 1300 

Best Training  Epoch 1169 

Minimum    Gradient 9.0682e-09 

Training Time (in Seconds) 277.16 

 

3.2 Implementation of the PANN 

The developed PANN is implemented in a 15-day period from Jan 1st, to Jan. 15th, 

2016 corresponding to highly various meteorological conditions ranging from clear to 

overcast sky situations. The measured and the PANN-estimated PV module output 

values are compared during this interval, while the monitoring results for highly 

meteorologically similar consecutive days are excluded from further analysis. In order 

to proceed to analytical results, on each day of the PANN implementation during 5:30 

to 17:30 the previously mentioned normalized input values are collected minute by 

minute and fed to the PANN and the ANN output is derived, while the PV module 

output power is also measured and logged synchronously. After reconstructing the 

ANN output from its normalized form, at the end of each day 721 pairs of data 

consisting of ANN-estimated and experimentally measured PV module output power 

are established. In order to better represent the ANN performance, a scatter graph of 

per-minute comparisons of the estimated vs. the measured PV module output power 

values during Jan 1st, to Jan 15th, 2016 is given in Figure 3.8. 
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Figure 3.8: The estimated vs. the measured PV output power values (mW) for 

different ANN implementation days 

The PANN-estimated and the measured PV module output power values for Jan. 1st, 

Jan. 10th, and Jan. 15th, 2016, corresponding to various meteorological conditions are 

demonstrated in Figure 3.9-a, 3.9-b, 3.9-c, and hourly averages of irradiance level, 

measured and estimated PV power, Mean Absolute Error (MAE) and Mean Absolute 

Percentage Error (MAPE) between the measured and the estimated power values for 

the same interval are given in Table 3.4. For this analysis, the mean of each mentioned 

parameter for each hour from 5:30 to 17:30 on each PANN implementation day is 

calculated. In order to obtain statistically reasonable values, the MAPE calculations 

for solar altitude angle below 5.5° which correspond to almost zero output power are 

omitted. The MAE and the MAPE between the measured and the estimated PV module 

output power values for PANN implementation days are given in Table 3.5. 
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Figure 3.9: The Measured vs. the Estimated PV Module Output Power Values for 

ANN Implementations on (a) Jan. 1st, (b) Jan. 10th, and (c) Jan. 15th, 2016



 
 

Table 3.4: Hourly averages of irradiance level, measured and estimated PV power, Mean Absolute Error (MAE) and Mean Absolute Percentage 

Error (MAPE) between the measured and the estimated power values for the ANN implementation days during Jan. 1st to Jan 15th, 2016 
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Irradiance 

(W/m2) 
1.94 36.96 273.50 532.25 761.34 809.12 857.30 901.38 791.42 518.07 260.66 15.35 

Measured PV 

Power (mW) 
(≈ 0) 0.27 7.66 26.01 51.02 62.70 70.19 72.68 56.17 26.43 6.96 (≈ 0) 

Estimated PV 

Power (mW) 
(≈ 0) 0.19 8.04 26.71 52.18 62.88 69.87 71.91 55.21 25.60 6.69 (≈ 0) 

Mean Absolute 

Error (mW) 

(MAE) 

(≈ 0) 0.10 0.38 0.71 1.15 0.71 0.69 1.52 1.21 0.84 0.27 (≈ 0) 

Mean Absolute 

Percentage 

Error (MAPE) 

--- --- %5.17 %2.84 %2.20 %1.14 %1.02 %2.10 %2.10 %3.34 %6.28 --- 
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Table 3.5: The MAE and the MAPE between the measured and the estimated PV 

module output power values 

 Mean Absolute Error 

(mW)  (MAE) 

Mean Absolute 

Percentage Error 

(MAPE) 

Jan. 1st, 2016 1.32 4.76% 

Jan. 3rd, 2016 0.86 3.43% 

Jan 6th, 2016 0.97 4.00% 

Jan 9th, 2016 0.66 2.78% 

Jan 10th, 2016 1.22 3.70% 

Jan 12th, 2016 0.68 5.16% 

Jan 14th, 2016 1.29 4.56% 

Jan 15th, 2016 0.98 4.01% 

Average 0.9975 4.05% 

 

The PANN implementation during Jan 1st, to Jan 15th, 2016, corresponding to highly 

fluctuating meteorological conditions, yields an average MAE and average MAPE 

between the measured and the estimated PV module output power values of 0.9975 

(mW) and 4.05%, respectively. The performance of the PANN with BR training 

algorithm is expectedly promising and provides conceivability for development of the 

final ANNs with full training data to be utilized for the PV module output power 

estimation and fault detection. 
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Chapter 4 

DEVELOPMENT OF THE ULTIMATE ANNS 

In this final section, the development process of the ultimate ANNs for PV module 

output power estimation and fault detection is comprehensively described. The details 

of suitable ANN input/output measurements and calculations, as well as the 

appropriate ANN architecture and algorithms are thoroughly reviewed in previous 

sections. Also a preliminary ANN is developed and implemented in order to figure out 

any possible inconvenience prior to proceeding to final ANN designs. The final ANNs 

are developed considering all the mentioned investigations, with training data 

collected in a per-minute basis during a three-month period from Nov. 1st, 2015 to Jan 

31st, 2016, corresponding to highly variable winter meteorological conditions. Around 

30,000 paths of healthy and faulty data are rigorously acquired during the mentioned 

time interval in order to be fed to different ANNs for estimation and detection 

purposes. The details of artificial fault applications on PV module, as well as the 

development and implementation processes of the ANNs are given through this 

section. 

4.1 Artificial Fault Application on PV Module 

Around 30,000 paths of healthy and faulty data are collected during data acquisition 

period. Healthy data, which refers to the data collected during normal operation 

periods of the PV module is used for development of an ANN (similar to the PANN, 

described in sub-section 3.2.1) for PV module output power estimation. Faulty data, 

which correspond to data collected during faulty PV module operation intervals is 
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mixed with the healthy data in order to develop an ANN for PV module fault detection. 

There are several possible sources of fault associating with PV module operation 

which are reviewed in the introduction section with corresponding references. In this 

study coating glasses of different shades of gray color are used in the data acquisition 

phase in order to simulate faulty PV module operation conditions. Other faults are also 

applied to the PV module in the ANN implementation period in order to test the 

generalization capability of the system for unseen faults. 

The two coating glasses used to simulate faulty PV module operation conditions, are 

of two different shades of gray color. The glasses hereinafter called ‘lightgray’ and 

‘dimgray’ to express their transparency levels, are used to cover the PV module surface 

and simulate faulty operation situations caused by shading effects and dirt/dust 

accumulation on panel surface. In order to better express the PV module output power 

degradation by each artificial fault (lightgray and dimgray coating glasses), a 

comparison is carried out based on the faulty PV module output values and the 

expected fault-free PV module output values. The expected fault-free PV module 

output power values are obtained using the ultimate ANN developed for PV power 

estimation (to be described in next sub-section). In this regard the inputs corresponding 

to the faulty PV module operation period is fed to an ANN only trained on healthy 

data and the ANN output, which is expectedly higher than the measured PV output 

power is logged as the expected fault-free operation output power. The performance 

analysis of the measured and the expected PV module output power, obtained by 

averaging the mentioned values acquired during the fault application intervals, is given 

in Table 4.1, the plots of the measured and the expected PV module output power for 

sample fault application days are given in Figure 4.1, and a scatter graph of the 
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measured vs. the estimated PV module output power for overall faulty operation 

intervals is given in Figure 4.2.  

Table 4.1: The performance analysis of the PV module output power during the overall 

faulty operation intervals 

 Maximum 

Measured 

Power (mW) 

Maximum 

Expected Power 

(mW) 

Mean 

Absolute 

Error (MAE) 

(mW) 

Mean 

Absolute 

Percentage 

Error 

(MAPE) 

Lightgray 114.52 140.74 13.72 ≈ 25% 

Dimgray 54.95 128.87 24.82 ≈ 55% 

 
Figure 4.1: The Measured vs. the Expected PV Module Output Power for Sample 

Days of Faulty Operation Under Lightgray (Day 1 and Day 3) and Dimgray (Day 2 

and Day 4) Shading Conditions 
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Figure 4.2: The Measured vs. the Estimated PV Module Output Power for Overall 

Faulty Operation Intervals 

The mentioned coating glasses cover the entire PV module surface homogenously. The 

homogeneous fault application to a PV module surface makes the resulting output 

power degradation independent of the internal PV module architecture. As discussed 

in [59], PV modules are formed by a collection of PV cells interconnected in series 

and/or parallel in order to meet eligible voltage and current requirements. PV arrays 

are also formed by different interconnections of PV modules. Further analysis of 

various interconnection architecture effects on PV output characteristics may be 

investigated in [60,62]. The series-parallel, bridge-link and total-cross-tied, illustrated 

in Figure 4.3, are the most commonly utilized configurations in PV application. 

Considering that all of the mentioned architectures are expanded versions of series and 

parallel interconnections, behavioral investigation of the series and parallel 

interconnected PV cell/modules gains significant importance in PV power generation 

analysis.  
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Figure 4.3: The (a) Series-Parallel, (b) Bridge-Link and (c) Total-Cross-Tied 

Configurations of PV Cells/Modules 

 Series Connection of PV Cells 

A series connection of PV cells is maintained in order to meet eligible voltage 

requirements. The voltage, current and power produced by series connected 

PV cells is expressed as follows; 

𝑉𝑜𝑢𝑡𝑝𝑢𝑡 = ∑ 𝑉𝑖

𝑛

𝑖=1

 
(4.1.1) 

𝐼𝑜𝑢𝑡𝑝𝑢𝑡 =  𝐼1 =  𝐼2 = ⋯ =  𝐼𝑗 (4.1.2) 

𝑃𝑜𝑢𝑡𝑝𝑢𝑡 = 𝑉𝑜𝑢𝑡𝑝𝑢𝑡 × 𝐼𝑜𝑢𝑡𝑝𝑢𝑡 =  ∑ 𝑉𝑖 × 𝐼𝑗

𝑛

𝑖=1

 
(4.1.3) 

The series connected cells produce higher amount of voltage values, but even 

if one cell in the configuration is subjected to damage, shading effects, etc. and 

lacks in producing the same current amount as other normal operating cells, 

the whole string current is limited to the current produced by the faulty 

operating cell. Therefore, the total power output generation of a series cell 

configuration is dependent to the operation of each contributing cell.   

 Parallel Connection of PV Cells 

Parallel connected PV cells/modules are configured in order to meet desirable 

current values. The voltage, current and power characteristics of parallel 

connected PV cells are given as; 



76 

 

𝑉𝑜𝑢𝑡𝑝𝑢𝑡 =  𝑉1 =  𝑉2 = ⋯ =  𝑉𝑖 (4.1.4) 

𝐼𝑜𝑢𝑡𝑝𝑢𝑡 = ∑ 𝐼𝑗

𝑛

𝑗=1

 
(4.1.5) 

𝑃𝑜𝑢𝑡𝑝𝑢𝑡 = 𝑉𝑜𝑢𝑡𝑝𝑢𝑡 × 𝐼𝑜𝑢𝑡𝑝𝑢𝑡 =  ∑ 𝑉𝑖 × 𝐼𝑗

𝑛

𝑗=1

 
(4.1.6) 

The parallel connected PV cells/modules are not as sensitive to faults as the 

series connected cells/modules. In essence, the faulty operation of one 

cell/module in a parallel connected configuration yields lesser overall output 

power loss comparing to series configuration. 

As briefly described, the reaction of a PV module to non-homogenous fault condition, 

such as one or more shaded/damaged cell(s), depends on the internal PV module 

configuration in terms of PV cell interconnections. The ideal situation, which is far 

from reality, is that there be a bypass diode connected to each cell in a PV module, so 

that the faulty operation of each cell being bypassed and the overall PV module output 

power degrade only by the proportion of faulty operating cells to the total number of 

cells containing in the module. However, this is not applicable and faulty operation of 

one or more cells results in higher output power degradations in commercial PV 

modules compared to the imaginary ideal PV module. 

Also besides making the PV module output power independent of the internal 

architecture, the homogeneous fault application investigated in this study provides the 

possibility of expanding the proposed PV module-level fault detection to broader 

levels after taking necessary developmental observations.  
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4.2 Development of ANN for PV Module Output Power Estimation 

A three-layer fully-connected feed-forward neural network with log-sigmoid and 

purelin transfer functions in hidden and output layers is developed for PV module 

output power estimation purposes. The ultimate network illustrated in Figure 4.4 will 

be called the EANN (Estimation Artificial Neural Network) hereinafter. 

 
Figure 4.4: The Proposed EANN Architecture. (x1: Normalized γs, x2: Normalized αs, 

x3: Normalized θ, x4: Normalized Etot, x5: Normalized T, yE: Normalized PV Module 

Output Power, IL: Input Layer, HL: Hidden Layer, OL: Output Layer 
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As illustrated in Figure 4.4, there is a bias neuron in input and hidden layers of ANN. 

A bias neuron emitting +1 is connected to all the next layer neurons to shift the 

activation function curve to left or right. The effect of a bias neuron expressed as 𝑧0
𝑙  is 

associated with a weight 𝑤0
𝑙  (l indicates the layer in which the bias neuron exists) is 

that the weighted sum is equivalent to the bias when all the previous layer neurons 

have zero reaction. The phenomenon is explained in equations 4.2.1-4.2.2 and Figure 

4.2.2. Further details about the effect of bias neuron may be investigated in [63]-[65]. 

𝛾𝑖
𝑙 =  ∑ 𝑤𝑖𝑗

𝑙

𝑁𝑙−1

𝑗=0

𝑧𝑗
𝑙−1 

(4.2.1) 

𝛾𝑖
𝑙 = 𝑤𝑖0

𝑙 , 𝑖𝑓 𝑧1
𝑙−1 = 𝑧2

𝑙−1 = ⋯ = 𝑧𝑁𝑙−1

𝑙−1 = 0  (4.2.2) 

 
Figure 4.5: A Typical ith Hidden Neuron of ith Layer with Additional Weight 

Parameter Called Bias [63] 
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As previously mentioned, ultimate data to be fed to the ANNs is collected within a 

three-month period from Nov. 1st, 2015 to Jan 31st, 2016. During this period, the data 

corresponding to healthy and faulty operation intervals of the PV module is acquired. 

The healthy data collected during the mentioned period, represented as 22272 paths of 

the normalized values of the solar altitude and azimuth angles, solar incidence angle, 

irradiance and PV module surface temperature as training inputs and the normalized 

values of the PV module output power as training target outputs are presented to the 

EANN during the training and testing processes.  

85% (18931 paths) of the healthy data is fed to the EANN during the training phase, 

which is performed by the BR back-propagation training algorithm. As discussed 

earlier, the BR algorithm performs well with noisy and rigid data in existence of 

adequate amounts of training data and also the algorithm does not require validation 

process and saves the network from being over-fitted. The EANN is trained with a 

performance gradient goal of 1.0e-12. The testing process is carried out independently 

on 15% (3341 paths) of the healthy data where the target outputs are no more presented 

to the network in order to measure the estimation and generalization capabilities of the 

network. The overall training and testing performance of the EANN may be 

investigated in Figures 4.6 and 4.7. 

The developed EANN is implemented during a 15-day period from Feb 1st, to Feb 15th, 

2016. During this period the PV module is operated both under normal and faulty 

conditions. The details of faulty operation intervals of the PV module is given in the 

next sub-section where the development of an ANN for fault detection in the PV 

modules is explained. So far, the result of per-minute implementation of the EANN in 
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healthy intervals of the implementation period (2962 points) is given in figure 4.8 as a 

graph of the measured vs. the estimated PV module output power. 

 
Figure 4.6: The Performance Plot of the EANN Training and Testing Processes 

 
Figure 4.7: The Regression Plot of the ANN Training and Testing Processes



 
 

 
Figure 4.8: The Estimated vs. the Measured PV Output Power Values (mW) for the EANN Implementation Period (Normal PV Module 

Operation Intervals during Feb. 1st, to Feb. 15th, 2016)
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4.3 Development of ANN for PV Module Fault Detection 

A three-layer fully-connected feed-forward ANN with log-sigmoid and softmax 

transfer functions in the hidden and output layers is developed for PV module fault 

detection purposes. The ANN illustrated in Figure 4.3.1 will be called the DANN 

(Detection Artificial Neural Network) hereinafter. 

 
Figure 4.9: The Proposed DANN Architecture. (x1: normalized γs, x2: Normalized αs, 

x3: Normalized θ, x4: Normalized Etot, x5: Normalized T, x6: Normalized Pout, yD1: 

First Classification Output, yD2: Second Classification Output, IL: Input Layer, HL: 

Hidden Layer, OL: Output Layer) 
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As demonstrated in figure 4.9, the DANN output layer consists of two neurons with 

softmax transfer function. The softmax function in the output layer acts as a classifier 

by squashing the inputs coming from the hidden layer neurons into two real values. As 

the result of the classification, the output neurons are assigned two values in the range 

0-1 that always add up to 1. The mentioned softmax transfer/activation function is 

represented in equation 4.3.1 and Figure 4.10. 

𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑛𝑖) =  
𝑒𝑛𝑖

∑ 𝑒𝑛𝑗𝐽
𝑗=1

 , 𝑓𝑜𝑟 𝑖 = 0 …  𝐽 
(4.3.1) 

 

 
Figure 4.10: The Softmax Transfer Function 

The complete data acquired within the data collection period (Nov. 1st, 2015 to Jan. 

31st, 2016) consisting 22272 healthy and 7344 faulty paths corresponding to normal 

and faulty PV module operation intervals are presented to the DANN during the 

training and testing period. The classification network has two outputs, therefore the 

training target needs to be two dimensional. The vectors [1 0] and [0 1] representing 

healthy and faulty training target outputs are provided to the DANN in order to 

supervise the classification training process. 85% (25174 paths) of the healthy and 

faulty data are presented to the DANN during the training process which is carried on 

by the BR algorithm and the network is evolved to solve the binary classification 

problem with classes ‘10’ and ‘01’ corresponding to the normal and faulty PV module 
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operation conditions, respectively. The DANN is trained with a performance gradient 

goal of 1.0e-12. The rest 15% (4442 paths) of data is allotted to the testing process 

where the target vectors are no more provided to the DANN in order to measure the 

classification capabilities of the developed network. As given in the confusion matrix 

in figure 4.11, the developed DANN achieved an overall training and testing 

classification precision of 99.9%. 

 
Figure 4.11: The DANN Training and Testing Classification Confusion Matrix 

The green blocks in the figure correspond to the true positive and true negative points 

and the red blocks correspond to the false positive and false negative points. The details 

about classification confusion matrix will be comprehensively given through this 

section. 
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4.4 Implementation of the Ultimate ANNs 

The proposed PV module output power estimation and fault detection method is 

implemented by deploying the developed EANN and DANN during a 15-day interval 

from Feb. 1st to Feb. 15th, 2016. On the first day of February 2016, the EANN and 

DANN started their synchronized performance for PV power estimation and fault 

detection. Everyday starting at solar altitude angle value 0° (almost corresponding to 

sunrise instance), the EANN starts its operation and when the solar altitude angle 

reaches 10°, the DANN also starts operating synchronously. The reason that the 

DANN is not deployed for the solar altitude angle values below 10° is the fact that the 

input data corresponding to the mentioned angle values below 10° have a very noisy 

and uncertain nature (not surprisingly for twilight moments) and performing fault 

detection operation in these periods is pointless. During the operation of the ANNs, 

the normalized values of the solar altitude, azimuth and incidence angles, the 

irradiance level and the PV module surface temperature are provided as inputs to the 

EANN, while the mentioned input values alongside with the normalized measured PV 

module output power are fed to the DANN as inputs, all in a minute by minute basis. 

The estimated PV module output power is reconstructed from the normalized EANN 

output yE and is logged in per-minute foundation. On the other hand, the two outputs 

of the DANN are saved in parallel as yD1 and yD2.  

As discussed earlier, the PV module fault detection is performed based on a binary 

classification approach. The softmax activation function in the output layer of the 

DANN squashes the incoming inputs from the hidden layer into two real numbers 

which are logged as yD1 and yD2. In the implementation phase, the decision for fault 

detection is made with respect to the value of yD = yD1 – yD2. Since the training target 
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vectors [1 0] and [0 1] were presented to the DANN during its training process, the yD 

parameter takes on values close to 1 for normal PV module operation and values close 

to -1 for PV module faulty operation intervals. At this point a threshold is applied to 

the yD and the positive and negative yD values are set as indicators of normal and faulty 

PV module operation conditions, respectively. 

At this stage an important notice is necessary for the reader in order to prevent a 

possible confusion. In the standard estimation and detection theory terminology, 

positive/negative status indicates the presence/absence of fault. In our approach, the 

decision parameter yD takes on positive values within normal PV module operation 

intervals and negative values during faulty PV module operation intervals (i.e., for 

absence and presence of fault, respectively). It is of significant importance to note that 

the yD is just a local parameter indicating the operation condition of the PV module 

and the estimation and detection theory terminology is continued to be used hereinafter 

without any conversions. 

 A Brief Introduction to the Estimation and Detection Theory:  

In terms of estimation and detection theory, a fault detection algorithm can be 

simplified to the form that is expressed in Table 4.2. 

Table 4.2: A simple fault detection algorithm 

 Respond ‘Present’ Respond ‘Absent’ 

Fault ‘Present’ Hit Miss 

Fault ‘Absent’ False Alarm Correct Rejection 

Further parameters are introduced in order to express the simple approach suggested 

in Table 4.2 in terms of the estimation and detection terminology. 
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True Positive Rate (Hit): 𝑇𝑃𝑅 =
𝑇𝑃

𝑃
=

𝑇𝑃

𝑇𝑃+𝐹𝑁
 (4.4.1) 

True Negative Rate (Correct Rejection): 𝑇𝑁𝑅 =
𝑇𝑁

𝑁
=

𝑇𝑁

𝐹𝑃+𝑇𝑁
 (4.4.2) 

False Positive Rate (False Alarm): 𝐹𝑃𝑅 =
𝐹𝑃

𝑁
=

𝐹𝑃

𝐹𝑃+𝑇𝑁
= 1 − 𝑇𝑁𝑅 (4.4.3) 

False Negative Rate (Miss): 𝐹𝑁𝑅 =
𝐹𝑁

𝑃
=

𝐹𝑁

𝑇𝑃+𝐹𝑁
= 1 − 𝑇𝑃𝑅 (4.4.4) 

Accuracy: 𝐴𝐶𝐶 =  
𝑇𝑃+𝑇𝑁

𝑃+𝑁
 (4.4.5) 

where, 

TP: True Positive (Corresponding to ‘Hit’) 

TN: True Negative (Corresponding to ‘Correct Rejection’) 

FP: False Positive (Corresponding to ‘False Alarm’ or ‘Type I Error’) 

FN: False Negative (Corresponding to ‘Miss’ or ‘Type II Error’) 

P: The number of healthy points in data (Condition Positive) 

N: The number of faulty points in data (Condition Negative) 

The TPR and the TNR are also referred to as the sensitivity and the specificity (of the 

system/method), respectively. A confusion matrix with different fields is given in 

Figure 4.12 in order to better express the estimation and detection theory terminology 

described in this chapter. 
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Figure 4.12: The Estimation and Detection Theory Confusion Matrix 

After the previous brief introductory part, proceeding to the proposed PV module 

estimation and detection method is continued. As discussed earlier, a well-trained 

ANN should be neither under-fitted nor over-fitted. Also it was mentioned that one of 

the most significant features of the BR training algorithm is that it saves the network 

from being over-fitted and lacking generalization for new and unseen inputs.  

Two coating glasses with different transparency levels for PV fault simulation 

purposes (referred to as the ‘lightgray’ and the ‘dimgray’ shading faults) have been 

utilized during the faulty data acquisition periods for training the DANN. In order to 

examine the generalization capabilities of the DANN, a darker coating glass 

(hereinafter called ‘darkslategray’) for shading fault simulation as well as real dirt and 
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dust covering applications to the surface of the PV module in three different intensities 

(henceforth called the ‘light’, ‘moderate’ and ‘heavy’ dirt and dust coverings) are used 

during the ANNs implementation period.  

Not surprisingly, it is observed that the amount of the PV module output power 

degradation caused by the homogeneous light, moderate and heavy dirt and dust 

accumulation on PV module surface is adequately analogous to that caused by the 

homogeneous lightgray, dimgray and darkslategray shading applications, respectively. 

Before proceeding to the general performance overview of the developed estimation 

and detection method, it is intended to rigorously investigate the performance of the 

proposed method under a highly fluctuating meteorological condition in order to 

obtain a precise insight of its sensitivity and specificity levels. For this purpose, an 

interval at about 14:30 to 15:30 in the afternoon Feb. 1st, 2016 with extremely 

oscillating partly cloudy weather condition is selected and homogeneous ‘lightgray’ 

and ‘dimgray’ shadings are applied to the PV module surface in 1-minute, 3-minute 

and 5-minute terms during the mentioned interval.  

Figure 4.4.2 demonstrates the outcome of the experiment. The EANN and DANN are 

utilized synchronously for solar altitude angle values above 10° on Feb. 1st, 2016 (as 

the first day of the ANNs implementation period). The measured and the estimated PV 

module output power values for the entire day is given in Figure 4.13-a and the 

previously described detailed sensitivity and specificity experiment for the mentioned 

afternoon interval is given in Figure 4.13-b. 



 
 

 
Figure 4.13:  The Measured and the Estimated PV Module Output Power Collected During the Fault Detection System Implementation Period on 

Feb. 1st, 2016
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As demonstrated in Figure 4.13-b, all the faulty points caused by the ‘dimgray’ shading 

application are accurately detected, whilst a few faulty points corresponding to the 

‘lightgray’ shading application are missed. The missed points, which are all liaise with 

irradiance levels lower than 150 W/m2, are marked by whitish highlighting color in 

Figure 4.13-b. 

The experiment well-satisfies its initial objective, which was exploring the essence of 

situations leading to a missed point (also referred to as the false negative or the type II 

error point) in the developed PV module fault detection system. The experiment results 

suggest that such missed faulty points as well as possible false alarmed healthy points 

are most likely occurring under extremely fluctuating partly cloudy weather conditions 

with irradiance levels lower than 150 W/m2.  

For the next 14 days of the ANNs implementation period (Feb. 2nd, to Feb. 15th, 2016), 

different artificial fault states are applied to the PV module in the following manner. 

For each day, one fault type is applied to the module at a time around solar noon (for 

instance, one fault type is enforced to a normal performing PV module around solar 

noon, or an existing fault on a faulty operating PV module is removed around solar 

noon and the module continues to operate normally for the rest of the day). Such fault 

application method yields almost equal normal and faulty PV module operation 

intervals for each implementation day (starting and ending by the solar altitude angle 

value 10°) with a certain fault type under variable meteorological conditions. There 

are two motives behind the mentioned fault application method. Firstly, having almost 

equal amount of healthy and faulty data with one certain fault type for each 

implementation day is more convenient in terms of further statistical analysis, and 

secondly, the collected data during the implementation period becomes suitable for 
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possible future studies where these healthy and faulty data may be used to train future 

ANNs without the risk of confusing the fault types or even mixing the faulty and the 

healthy data.   

The EANN and DANN implementation performances can be investigated by 

comparing the measured and the estimated PV module output power values and also 

by monitoring the detection confusion matrices for each implementation day. The 

estimation and detection verification results for three sample implementation days 

(Feb. 7th, Feb. 9th and Feb 12th, 2016) are given in Figure 4.14, 4.15 and 4.16 where 

the measured and the EANN-estimated PV module output power values alongside the 

DANN confusion matrices for each day are presented. 

As suggested by the examination results for the mentioned days, the ‘moderate dirt 

and dust’ covering fault application to the PV module on Feb. 7th, 2016 yields 100% 

detection accuracy (Figure 4.14), while the ‘lightgray’ shading and the ‘heavy dirt and 

dust covering’ faults, applied to the PV module on Feb. 9th, and Feb. 12th, 2016, 

respectively, do not sustain such excellent detection rate due to some false alarmed or 

missed points (type I and type II detection errors). However, the detection rate 

degradations for the mentioned sample days are not significant and the PV module 

fault detection examination results in these days are well satisfying with accuracy rates 

of 97.7% and 99.8%, respectively. The sensitivity and specificity experiment 

performed on Feb. 1st, 2016 was suggesting the temper of the situations leading to the 

missed and the false alarmed points. As it is obvious from the Figures 4.15 and 4.16, 

the false negative and false positive points correspond to extremely fluctuating weather 

conditions causing immediate and significant power drops, as well as low irradiance 

conditions causing uncertainty of data. 
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Figure 4.14: (a) The Measured and the EANN-Estimated PV Module Output Power 

Values (mW) and Fault Detection by DANN and (b) the Corresponding Confusion 

Matrices Recorded During Fault Detection System Implementation Period on Feb. 

7th, 2016 with ‘Moderate and Dust’ Covering Fault Type 
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Figure 4.15: (a) The Measured and the EANN-Estimated PV Module Output Power 

Values (mW) and Fault Detection by DANN and (b) the Corresponding Confusion 

Matrices Recorded During Fault Detection System Implementation Period on Feb. 

9th, 2016 with ‘Lightgray Shading’ Fault Type 
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Figure 4.16: (a) The Measured and the EANN-Estimated PV Module Output Power 

Values (mW) and Fault Detection by DANN and (b) the Corresponding Confusion 

Matrices Recorded During Fault Detection System Implementation Period on Feb. 

12th, 2016 with ‘Heavy Dirt and Dust’ Covering Fault Type 
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As mentioned earlier, the PV module output power estimation and fault detection 

system, powered by the EANN and DANN, is implemented during a 15-day interval 

from Feb. 1st, to Feb. 15th, 2016. In the mentioned interval, the PV module is operated 

under heathy and faulty conditions and the ANNs outputs are acquired minute by 

minute. The per-minute outputs of the ANNs yield overall 6222 values, out of which 

2962 values correspond to the healthy operation periods and 3260 values correspond 

to faulty performance periods of the PV module.  

The faulty PV module performance intervals are simulated using six different fault 

applications being the ‘lightgray’, ‘dimgray’ and ‘darkslategray’ shading applications, 

alongside the ‘light’, ‘moderate’ and ‘heavy’ dirt and dust coverings. The first two of 

the mentioned fault types were used during the trainging phase of the ANNs, but the 

rest four were only deployed during the ANNs implementation phase in order to 

achieve a measure of generalization capabilities of the networks. 

Before proceeding to a general overview of the EANN and DANN performances, an 

interesting yet not surprising matter is presented to the readers. Out of the six different 

fault types applied to the PV module, the ‘lightgray shading - light dirt and dust 

covering’, the ‘dimgray shading- moderate dirt and dust covering’ and the 

‘darkslategray shading- heavy dirt and dust covering’ fault application pairs are almost 

causing equal degradation amounts to the PV module output power, as expected. 

To better express the similar effects of the mentioned fault application pairs, the scatter 

graphs of the EANN-estimated vs. the measured PV module output power values for 

the operation intervals under each mentioned fault application pair is given separately 

in Figure 4.17-a, b and c. 
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Figure 4.17: Similar Effects of Different Fault Application Pairs on PV Module 

Output Power 
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At this point, the general performance overview of the EANN and DANN performance 

during the implementation period Feb. 1st, to Feb. 15th, 2016 is investigated. As 

discussed earlier, during this period each day is divided into two parts and one the 

previously mentioned fault applications is performed to the PV module either before 

or after an instance around solar noon, yielding nearly equal amounts of healthy and 

faulty data (2962 and 3260 healthy and faulty values), respectively. 

The performance of the EANN in terms of the PV module output power estimation 

accuracy under both normal and faulty operation conditions is given as a scatter graph 

in Figure 4.18, containing all the 6222 values (each corresponding to a data acquisition 

minute) of the healthy and faulty points. It is obvious from the figure that the healthy 

points corresponding to the normal PV module operation intervals during the 

mentioned 15-day period settle around the ‘best fit’ line, while the faulty points fall 

under this line. Also as illustrated in Figures 4.17-a, b and c, it can be observed that 

the PV power degradation values due to the mentioned fault applications can 

heuristically be categorized into three parts. The points corresponding to the ‘lightgray 

shading - light dirt and dust covering’ fault application pair fall immediately under the 

healthy points and the best fit line. The next points to fall lower than the mentioned 

points are related to the ‘dimgray shading- moderate dirt and dust covering’ fault 

application pair and finally the points located close to the bottom of the scatter graph, 

lower than all other points, correspond to the ‘darkslategray shading- heavy dirt and 

dust covering’ fault application pair. 

The daily mean MAE and MAPE between the EANN-estimated and the measured PV 

module output power, the DANN accuracy, the fault application type and the applied 

fault transmissivity for each implementation day is given in Table 4.3.



 
 

 
Figure 4.18: The Measured and the Estimated PV Module Output Power Recorded on All the PV Module Fault Detection System 

Implementation Moments (6222 points) During Feb 2nd, to Feb. 15th, 2016 

 



 
 

Table 4.3: The Average MAE and MAPE between the measured and the estimated PV module output power, the DANN accuracy, the applied fault 

types and different fault transmissivity values during the fault detection system implementation period 

 
EANN Mean 

Absolute Error 

(MAE) (mW) 

EANN Mean 

Absolute Percentage 

Error (MAPE) 

DANN Accuracy Applied Fault Type 
Applied Fault 

Transmissivity 

Feb. 2nd, 2016 1.71 2.25% 99.4% Lightgray Shading 77% 

Feb. 3rd, 2016 2.33 4.54% 100% Dimgray Shading 48% 

Feb. 4th, 2016 2.51 5.31% 100% Lightgray Shading 77% 

Feb. 5th, 2016 0.96 2.53% 88.8% 
Ligh Dirt and  Dust 

Covering 
≈ 75-80% 

Feb. 6th, 2016 1.69 5.82% 100% Dimgray Shading 48% 

Feb. 7th, 2016 1.99 4.27% 100% 
Moderate Dirt and 

Dust Covering 
≈ 50-55% 

Feb. 8th, 2016 2.73 4.87% 99.8% Lightgray Shading 77% 

Feb. 9th, 2016 2.20 6.90% 97.7% Lightgray Shading 77% 

Feb. 10th, 2016 2.22 5.77% 99.8% 
Darkslategray 

Shading 
27% 

Feb. 11th, 2016 2.24 4.73% 97.6% 
Moderate Dirt and 

Dust Covering 
≈ 50-55% 

Feb. 12th, 2016 2.03 3.06% 99.8% 
Heavy Dirt and Dust 

Covering 
≈ 25-30% 

Feb. 14th, 2016 1.40 5.44% 100% Dimgray Shading 48% 

Feb. 15th, 2016 1.39 2.23% 98.8% Lightgray Shading 77% 

Average 1.95 4.44% 98.6%   
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In order to analyze the performance results of the DANN, an ultimate confusion matrix 

containing all the true and false positive and negative points alongside other estimation 

and detection theory parameters is given in Figure 4.19.   

 
Figure 4.19: The Ultimate Confusion Matrix Representing the DANN Performance 

As represented in Figure 4.19, out of overall 6222 DANN implementation points, 6134 

points are corresponding to true decisions (3182 true positive/hit and 2952 true 

negative/correct rejection points), while only 88 points are related to false decisions 

(10 false positive/false alarm/ type I error and 78 false negative/miss/type II error). 

The fact that the number of missed points are higher than the number of false alarmed 

points causes the sensitivity of the DANN being slightly lower than its specificity. An 
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overall evaluation represents the DANN performance by sensitivity, specificity and 

accuracy rates of 97.6%, 99.7% and 98.6%, respectively. 
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Chapter 5 

CONCLUSIONS 

In this thesis, we have developed an ANN-based intelligent system for PV module 

output power estimation and fault detection. The required data for training and testing 

the proposed ANNs, being irradiance level, PV module output power, solar altitude 

angle, solar azimuth angle, incidence angle and PV module surface temperature, are 

either measured by highly sensitive measurement equipment or calculated rigorously 

in a minute by minute basis during a three-month period from Nov. 1st, 2015 to Jan. 

31st, 2016. The resulting data sets acquired under normal and faulty operation intervals 

of the PV module are normalized in the range 0-1 and presented to the ANNs as 

input/outputs. 

Investigation for the most appropriate ANN architectures and training algorithms are 

also carried out. As a comprehensive comparison between the Levenberg-Marquardt 

(LM) and the Bayesian Regularization (BR) back-propagation algorithms as the two 

most widely utilized ANN training methods, the BR algorithm is selected to be utilized 

in the ANNs training and testing phases due to its robustness in dealing with noisy and 

rigid data and avoiding network over-fitting and local minima problems, as well as the 

fact that the BR algorithm does not require validation process which allows all the data 

to be allotted to the ANNs training and testing processes. Furthermore, the feed-

forward Multi-Layer Perceptron (MLP) architecture with three layers as the input, 

hidden and output layers is selected as the ultimate ANN architecture to be developed 
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and the number of hidden neurons are set to 15, as it is observed experimentally that a 

smaller layer size lacks in estimation and detection capabilities, while a larger layer 

size does not contribute to networks accuracies anymore and consumes much more 

amounts of time and memory for training and testing processes. 

Moreover, before proceeding to the development of the ultimate ANNs for PV module 

output power estimation and fault detection, a preliminary ANN called PANN is 

constructed with part of data only for estimation purposes in order to monitor the 

performance of the mentioned network architecture and the BR training algorithm, and 

also to detect any shortcomings or problems regarding the performance of the network. 

Whilst no inconveniences observed, the PANN performance results also gave insight 

regarding the appropriate data size for the ultimate ANNs to be developed. 

Finally, two ANNs namely being the Estimation Artificial Neural Network (EANN) 

and the Detection Artificial Neural Network (DANN) are developed with the 

mentioned architecture and algorithm. The log-sigmoid and purelin activation 

functions are assigned to the EANN hidden and output layers, respectively, and the 

EANN is trained and tested only on the healthy data acquired during the normal 

operation intervals of the PV module during the three-month data acquisition period, 

in order to become capable of estimating the PV module output power under normal 

operation conditions. 

On the other hand, the log-sigmoid and softmax transfer functions are assigned to the 

DANN hidden and output layers, respectively, and the DANN is trained and tested on 

both healthy and faulty data acquired during the normal and faulty PV module 

operation intervals during data acquisition period. Six different fault types, namely 
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being the ‘lightgray’, ‘dimgray’ and ‘darkslategray’ shadings as well as the ‘light’, 

‘moderate’ and ‘heavy’ dirt and dust coverings, are applied to the PV module to 

simulate faulty operation situations. The first two of the mentioned fault types are 

presented to the DANN during the training and testing process, while the rest four are 

kept for the ANNs implementation period in order to measure the generalization 

capabilities of the DANN for new and unseen fault types. 

The EANN and DANN are implemented during a 15-day period from Feb. 1st, to Feb. 

15th, 2016. On each day, per-minute measured and calculated values of the mentioned 

input/output data are presented to the ANNs and the networks are operated 

synchronously for solar altitude angle values above 10°. The results of implementing 

the ANNs in the mentioned period yields overall 6222 points (each corresponding to 

an implementation minute) with DANN performance accuracy rate of 98.6% and 

EANN average MAPE between the estimated and the measured values of 4.44% level.  

Considering the mentioned metrics, the performance analysis results of the EANN and 

DANN for the implementation period from Feb. 1st, to Feb. 15th, 2016 are highly 

satisfying and much promising considering further possible expansion of the proposed 

method to broader PV fleets in the future.  
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