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ABSTRACT 

This research explores the influence of country wide corruption on the commercial 

banks’ credit risk. It applies the quantile regression (QR) estimation method for a 

panel data of 191 commercial banks from 18 MENAP nations, between the years 

2011-2018.  The research finding indicates that corruption significantly exacerbates 

the problem of bad loans of commercial banks. Furthermore, the QR results reveal 

that corruption does not affect all commercial banks at the same level. Commercial 

banks in higher quantiles (i.e. higher credit risk banks) appear to be affected more 

than the ones in lower quantiles (i.e. lower credit risk banks). Commercial banks 

with a high credit risk tend to be more vulnerable to corruption than commercial 

banks with low credit risk. 

Keywords: corruption, MENAP countries, credit risk, quantile regression, 

commercial banks. 

 

 

 

 

 

  

 



 
 

  iv 
 

ÖZ 

Bu araştırma, ülke çapındaki yolsuzluğun ticari bankaların kredi riski üzerindeki 

etkisini araştırmaktadır. 2011-2018 yılları arasında 18 MENAP ülkesinden 191 ticari 

bankanın panel verilerini kullanarak kantil regresyon tahmin yöntemini uygulamıştır. 

Araştırma bulguları, yolsuzluğun ticari bankaların sorunlu kredilerini önemli ölçüde 

artırdığını göstermektedir. Ayrıca, kantil regresyon sonuçları yolsuzluğun tüm ticari 

bankaları aynı düzeyde etkilemediğini ortaya koymaktadır. Daha yüksek 

kantillerdeki ticari bankalar, yani daha yüksek kredi riski taşıyan bankalar,  düşük 

kantillerdekilerden, yani daha düşük kredi riskli bankalardan daha fazla etkilenmiş 

görünmektedir. Yüksek kredi riskine sahip ticari bankalar, düşük kredi riskine sahip 

ticari bankalara göre yolsuzluğa karşı daha savunmasız olma eğilimindedir.    

  Anahtar Kelimeler: yolsuzluk, MENAP ülkeleri, kredi riski, kantil regresyon, ticari

bankalar. 
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Chapter 1 

INTRODUCTION 

It is widely agreed that credit risk is the most serious threat to commercial banks and 

other financial institutions. A high percentage of non-performing loans (NPLs) can 

jeopardize banks’ capital and lead to insolvency. The Basel Committee on Banking 

Supervision reported that poor credit risk management techniques continue to be the 

major causes of banking crises worldwide (Ariffin et al., 2009). Accordingly, 

commercial banks and their controllers should know about the factors that escalate 

credit risk. One of the primary factors affecting commercial banks’ credit risk, and 

one that has received relatively little attention in previous research, is the level of 

corruption in the countries. The aim of this research is to investigate the association 

between the level of countrywide corruption and commercial banks’ credit risk. 

The connection between corruption and banks’ NPLs is not straightforward, however 

a number of studies showed that corruption affects banks’ NPLs through various 

channels (Agarwal et al,2015; Toader et al 2018). Among these channels, affecting 

the decisions of the loan officers through political connections or using bribery are 

the most common practices. Such corruptive behaviors prevent loan officers from 

performing accurate credit analysis hence they may lend to loan applicants who do 

not qualify for a loan. Furthermore, corrupt practices may encourage borrowers not 

to repay their loans, even if they have the financial capacity to do so. Thus, causing 

the NPLs in commercial banks to increase.     
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The endemic problem of corruption, alongside improvements in the availability of 

data, has provoked numerous analysts to research the impact of corruption on 

commercial banks’ lending activity (Weill, 2011; Toader et al., 2018; Bahoo, 2020). 

These studies are summarized by Bahoo (2020) in a bibliometric review of articles 

that investigate corruption in banks. However, empirical research investigating the 

impact of corruption on banks’ credit risk still remains limited to a small number of 

studies (Goel and Hasan, 2011; Park, 2012; Şan, 2018; Anastasiou et al., 2019, Son 

et al., 2020). By applying a new methodology to data from a broad sample of 

commercial banks in the MENAP area, the current research aims to fill this gap in 

the literature.  

The influence of countrywide corruption on commercial banks’ credit risk merits 

more attention particularly among less developed countries, where commercial banks 

are struggling with high NPLs and societies are riddled with corruption. Olken and 

Pande (2012) showed that, in developing countries, the anticorruption policies are 

often weakened as officials find alternative strategies to pursue rents.  The prevailing 

bureaucratic systems in these countries, along with the public sector's hegemony and 

a lack of transparency, make the influence of corruption on the financial sector 

highly likely. Our research will investigate the impact of corruption on commercial 

banks’ credit risk in a sample of 18 emerging countries in the MENAP area. 

The model employed in this research includes both macroeconomic and bank-

specific data from 2011 to 2018, and it involves annual data from  191 commercial 

banks operating in 18 MENAP countries. This research period was chosen for two 

reasons, the first being that it removes the skewed impact of the worldwide financial 
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crisis of 2007–2010, and the second is that to avoid data limitations that exist for 

some countries for pre-global financial crises period.  

Furthermore, unlike previous studies, which have employed traditional 

methodologies to deal with the mean function of the dependent variable, this research 

applies a panel quantile regression (QR) estimation method. The QR is more robust 

to outliers and enables exploration of whether corruption has different effects on the 

conditional distribution of credit risk while controlling for unobserved country 

heterogeneity. The empirical findings of our research provide robust evidence 

suggesting a strong positive association between corruption and credit risk of 

commercial banks, indicating that the higher the corruption levels, the higher the 

credit risk of commercial banks. In addition, the QR findings show that corruption 

has a stronger effect on the higher quantiles than the lower ones, meaning that 

increased corruption level has a stronger impact on commercial banks with higher 

credit risk than commercial banks with lower credit risk.  

This research adds to the body of knowledge by demonstrating that corruption 

increases bank credit risk, and that high credit risk banks are more susceptible to 

countrywide corruption than low credit risk banks. Hence, in countries where the 

countrywide corruption increases, we expect that commercial banks, particularly 

commercial banks with high credit risk, will suffer bigger losses in their loan 

portfolios.    

The remainder of the paper is organized in the following manner. The related 

literature is reviewed in Chapter 2. The sample, data, and methodology are all 
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described in Chapter 3. The analytical findings are presented in Chapter 4, and the 

research conclusions are presented in Chapter 5. 
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Chapter 2 

LITERATURE REVIEW 

2.1 Credit Risk in The Banking Sector 

In the banking sector, credit risk is the risk of default on a debt  and it is considered 

as being one of the most significant forms of risk facing commercial banks (Atakelt 

et al., 2015). Commercial banks are especially susceptible to credit risk, which arises 

from the issuance of loans to borrowers who are not creditworthy and their 

commitments to repay credit on time is very low (Altıntaş, 2012). The Basel Banking 

Oversight Committee describes credit risk as the possibility of a partial or total loss 

of outstanding credit. Furthermore, the Bank for International Settlements (BIS),  

emphasized that the credit risk is a major source of financial uncertainty in the 

financial sector.   

In recent years, commercial banks are increasingly experiencing credit risk in a 

variety of financial transactions, such as interbank transactions, acceptances, foreign 

exchange deals, financial derivatives, bonds, equities, options, contract extensions 

and transaction settlements (Thalassinos et al, 2018).  Credit policies of commercial 

banks are  used to protect banks from extreme risk. In the literature three 

explanations are used for the volatility of bank credit policies.  First, is the agent 

problem, making   profit from supplying loans can lead to activities that do not 

always maximize the investors wealth, hence managers can begin to embrace high 

risk (Williamson, 1963). Second, high bank competition can lead to lower earnings, 
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and by selling more and more loans to make more money, managers can increase 

risk. That is consistent with the findings  of Norton and Olive (1996) that, due to 

excessive competition in the banking sector, commercial banks may offer loans 

without properly assessing creditworthiness of the loan applicants in order to 

maximize the amount of loans made to customers. However, this can result in a state 

of high credit risk in banks. Also, lax payment policies, and low collateral standards 

play a role in occurrence of bad loans.  

Several studies have long shown that commercial banks could also face bad debts 

due to economic events. Jimenez and Saurina (2006) confirmed that weakening 

economic growth can cause a decline of borrowers cash balances that makes it 

difficult for them to fulfill their credit obligations. The recent subprime mortgage 

crises in the USA  and the following global financial crises of 2007-2010 stimulated 

interest in academic research in this area. Reinhart and Rogoff (2011) suggested that 

elevated levels of NPLs mark the beginning of a financial crisis which result in a 

slowdown in the USA economy and eventually spread to rest of the world.  

In the literature factors that affect bank credit risk are classified into two as internal 

factors, i.e. bank-specific factors (unsystematic credit risk) and external factors  i.e. 

non-bank related factors (systematic risk)  (Radivojević et al., 2019).  Bank internal 

risk management can partially mitigate the unsystematic credit risks, with various 

risk management tools such as asset allocation, diversification, and adjusting the 

evaluation time.  Systematic risk, i.e. non-bank specific risks  represent the effect of 

economic and political factors, is inherent in the whole market. This form of risk is 

distinct from unsystematic risk affecting the whole banking sector. Both systematic 
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and unsystematic risks are threats to the financial markets and the economy, but there 

are different reasons and strategies for handling these hazards. 

2.2 Determinants of Credit Risk  

Loan-loss provisions (LLP) and non-performing loans (NPLs) ratios are most often 

used as credit risk indicators in the current literature. Due to data availability, the 

majority of studies used NPLs as a credit risk indicator. In several former studies 

(Bhatti et al., 2019; Al Rahahleh et al., 2019; Alandejani et al., 2017; Misman et al. 

2015, and Rahman et al., 2010), credit risk is measured as the percentage of non-

performing loans to overall gross loans (NPLs).  According to Bloem & Freeman 

(2005), a loan is considered non-performing whether interest and/or principal 

payments are 90 days or more past due, or interest payments equal to 90 days or 

more have been capitalized, refinanced, or deferred by agreement, or payments are 

less than 90 days past due, although there are other good reasons to believe the 

payments will be made in full—such as a trustee filing for bankruptcy. When a loan 

is listed as non-performing, it will remain so until it is written down or interest and/or 

principal payments are made.  

In the literature, two key line of research discussed the determinants of credit risk. 

First one supports the view that credit risk is determined by the macro-economic 

variables. The other one holds that bank specific factors influence credit risk. 

According to the countries investigated, methodologies applied and variables 

considered, the empirical literature differs considerably. Instead of examining 

individual cases, a large majority of studies concentrate on groups of countries. Some 

consider only macro variables, while others depend on precise credit risk modeling 

for both macro and micro-economic indicators. Recent empirical analysis 
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demonstrates the role of bank specific and macro-economic factors, as well as other 

influences relevant to the legal and regulatory system, in understanding the nature of 

credit risk.  Many analyses have been conducted to examine the effect of various 

bank specific and macro-economic factors on credit risk. Such researchers analyzed 

their findings independently, while others did so collaboratively. This research uses 

the  latest literature to determine the independent variables for this research. 

2.2.1   Macroeconomic Factors 

The  main macro-economic factors that may affect the credit risk of banks are listed 

in the literature as inflation rate, employment or unemployment rate, GDP growth 

rate, interest rate, and foreign exchange rate ( Nkusu, 2011; Beck et al., 2015).  It is 

also stated by many empirical research on credit risk that the macro-economic 

determinants of NPLs are countercyclical (Klein 2013).  Specifically, when an 

economy grows and real GDP grows, income rises, this increases the borrower's 

ability to repay a loan obligation. During an economic downturn, on the other hand, 

the unemployment rate tends to rise, causing borrowers with less funds not being 

able to meet their obligations.   

Beck et al.(2013) used dynamic panel estimation method to demonstrate that the 

GDP growth rate stands out as the most significant factor reducing  the level of NPLs 

of commercial banks.   In countries such as Greece (Louzis et al., 2012), Spain (Salas 

et al., 2002), Italy (Quagliariello, 2009) and Mexico (Blavy et al., 2009),  studies 

have identified substantial relations between asset quality of banks and the 

macroeconomic environment.  Numerous studies using different methodologies have 

investigated the linkage between NPLs and the  macroeconomic indicators. Some of 

the major studies on this subject are listed below. 
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Nkusu (2011) used only macro-economic variables to analyze the relationship 

between NPLs and the macro-economic output of 26 developing nations from 1998 

to 2009.   The GDP growth, unemployment, inflation, the change in the housing 

price, the change in the stock market index, the exchange rate, the policy interest 

rate, and private sector credit are used in this research as the major macroeconomic 

factors that affect banks NPLs.  The findings of this study indicates that poor macro-

economic performance in emerging regions such as slower GDP growth, higher 

unemployment, or lower asset prices is linked to increasing NPLs.  

In a similar study, Skarica (2014) investigated european economies from 2007 to 

2012. The findings revealed an adverse association between GDP growth and the 

unemployment rate and credit risk.  Endut et al. (2013) utilized the random effects of 

the GLS model to investigate board panel data including Australia, and 12 Asian 

countries. The outcomes revealed that interest rate, inflation rate, and GDP growth 

rate affected NPLs ratios in Asia. In addition, Islamoğlu (2015) used VAR technique 

to examine the effect of macro-economic variables (business credit, lending rate, and 

government debt-to-GDP ratios) on NPLs with data from 13 banks in Borsa, Istanbul 

from 2002 to 2013. According to the study, declines in interest rate trigger long-term 

unsustainable credit growth and increase NPLs. The study also found a 

positive connection between NPLs and Sovereign debt. 

Roman et al. (2015) examined the relationship between credit risk and macro-

economic variables in 28 European countries from 2000 to 2015. According to these 

researchers, economic indicators had a substantial impact on credit quality. For 

example, if the rate of economic growth increases and unemployment rate falls,  the 

number of NPLs also falls. The general reason is that high GDP growth typically 
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translates into more revenue, which increases borrowers' debt serviceability. The 

general explanation is that high GDP growth usually transforms into more income, 

which increases the debt serviceability of borrowers. 

Syed et al. (2020) used an adjusted OLS method to examine the effect of macro-

economic conditions on NPLs in the banking sectors of Brazil, Russia, India, China, 

and South Africa from 2000 to 2016. According to the findings, the unemployment 

rate had a substantial positive effect on the NPLs ratio, in other words increase in the 

unemployment rate increased the NPLs of banks while an increase in gross domestic 

saving of households had a significant adverse impact on NPLs. In other words, the 

increase in gross domestic savings reduced the NPLs of banks. 

 2.2.2 Bank Specific Factors   

Recent research have also investigated the relationship between  bank specific 

variables and credit risk of banks.  Various studies in the literature like Angbazo 

(1997), Cebenoyan et al. (2004) and Gallo et al. (1996) have considered the bank 

management and activities of banks to investigate  the association between bank 

specific variables and credit risk.  The literature indicated that many internal factors 

affect  banks’ need and ability to enhance their management of credit risk. Since an 

effective and risk averse bank management is required to  eliminate aggressive 

lending in a volatile macroeconomic environment, the influence of bank management 

on credit risk has been studied more thoroughly than any other aspect in credit risk 

management (Berger and DeYoung et al., 1997; Peristiani, 1996; Shi et al., 2018). 

Ineffective bank management results in cost inefficiency, reduced performance, and 

the generation of bad debts, both of which can lead to bank collapse. 
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Berger et al. (1997) used multiple theories to explain the association between bank-

specific variables and credit risk. These authors developed the Bad Management 

Hypothesis with inefficiency and the Moral Hazard Hypothesis with capital 

adequacy variables. To shape possible theories, the authors examined the association 

between capital adequacy, inefficiency, and NPLs, especially the Bad Luck, 

Skimping, Moral Hazard, and Bad Management hypotheses. Similarly, Klein (2013) 

used the Bad Management, Skimping , Moral Hazard, and Excess Lending 

Hypotheses to explain the connection between internal factors and NPLs.   

Skimping theory states that significant cost reduction in the credit department may 

lead higher NPLs because of insufficient numbers of personnel and shortage of 

investment in information technology for loan monitoring may contribute in higher 

NPL rates in banks. Additionally, the principal-agent concept, known as agency 

theory,  points to the conflict of interest between the owners, known as principals, 

and the managers, known as agents (Jensen et al., 1976).  The Agency theory 

illustrates the low-quality insider lending issue, which was the essential driver of 

financial institutions crisis in the banking system. Moral hazard a specific type of 

asymmetry of information that deals with risk. A Moral hazard can emerge under 

asymmetric information in which risk-taking party to a transaction is more aware of 

its motivations than the party paying the risk consequences.   

Other bank specific factors that previous research analyzed are the bank size, 

performance, capital adequacy ratio, management efficiency ratio, liquidity ratio, and 

loan growth. An empirical investigation on the Indonesian banking sector was 

performed by Chaibia et al. (2014) considering a provision of loan losses, 

performance, financial leverage, banks noninterest income, size of bank, and return 



 
 

12 
 

on equity as explanatory variables. They used the GMM modeling approach to study 

the effect of bank-specific indicators on the NPLs ratio in two European countries 

(German and France) from 2005 to 2011. The findings from France showed a 

statistically significant positive effect of the provision of loan losses, efficiency, and 

non-interest income on the NPLs. On the other hand, Germany's results showed a 

positive direct impact of leverage and bank size on the NPLs, while the return on 

equity ratio had a significant negative impact on the NPLs. 

 To discover bank specific factors that may  affect NPLs, Laryea et al. (2016) used a  

linear approach to evaluate data from 22 Ghanaian Commercial banks from 2005 to 

2010, using the loan-to-deposit ratio, capital adequacy ratio, and asset size as 

independent variables and the NPLs ratio as the dependent variable. The authors 

found that the loan to deposit and the capital adequacy ratio positively and 

significantly affects non-performing loans. Also, they found the asset size had a 

substantial adverse influence.  

In Turkey, Us (2016) used a survey of 21 banks to analyze the determinants of the 

NPLs ratio using the GMM approach for the pre crises (2002-2008) and post crises 

(2008-2015) periods. Study findings have shown that the loan growth and bank 

inefficiency ratios have a significantly positive impact on the NPLs ratio  while the 

remaining estimated coefficients are found insignificant.   Similarly, from 1995 to 

2011, Bardhan et al. (2019) looked into the bank specific, i.e. internal variables that 

influence NPLs in 82 Indian Commercial banks. As explanatory variables for NPLs, 

they looked at capital adequacy ratio, credit expansion, operating expenses to assets 

ratio, market share, net profit to total assets ratio, and deposit growth rate. The 

research findings showed that the net profit margin and capital adequacy ratio both 
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had a substantial adverse effect on NPLs, while market share and operating expenses 

had a positive and significant effect. On the other hand, the rate of deposit growth 

was negligible. 

Furthermore, Khan et al. (2020) used panel data analysis of listed Commercial banks 

operating in Pakistan to investigate the variables that influencing the NPLs from 

2005 to 2017. Profitability, operational performance, capital adequacy, and revenue 

diversification are used as the explanatory variables. According to the findings 

operating efficiency and profitability had an substantial adverse effect on NPLs, 

whereas capital adequacy ratio and income diversification had an  insignificant 

influence. 

2.2.3   Countrywide Corruption 

In addition to the macroeconomic and bank specific factors, the countrywide 

corruption is viewed as one of the factors that affect banks’ credit risk. Corruption is 

often described in literature as the use of public services and resources for personal 

benefit (Vishny et al., 1993; Klitgaard, 1991; Transparency International, 1995). 

Corruption occurs when those in positions of authority, such as officers or 

government officials, act in a dishonest manner to create personal benefits.   

In order to quantify the level of countrywide corruption , Transparency International 

(TI), a non-profit organization  developed the Corruption Perception Index (CPI) 

which is the most commonly used measure of corruption throughout the world. The 

CPI reflects professional opinion since it is based on the averages of numerous 

structured expert surveys, such as the Control of Corruption (COC) indicator 

developed by the World Bank. CPI and the COC are the two most widely used 

corruption indicators that are calculated annually for every country.  
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It is often argued that corruption stifles development and cause instability by 

manipulating economic production,  and preventing institutions from working 

efficiently (Sequeira, 2012). The pioneering work of Leff (1964) was the first to 

examine corruption. The findings clarified a significant correlation between 

corruption and economic development. Since then, numerous articles such as Baylay 

(1966) and  Kaufmann (1997) have been published to determine the impacts of 

corruption. 

2.3  Corruption and Banks’ Non-Performing Loans  

The information asymmetry between commercial banks and borrowers has two 

possible outcomes: adverse selection and reverse incentives (Stiglitz & Weiss, 1981). 

If borrowing rate increases, the adverse selection effect occurs, meaning that safe 

borrowers stop from entering the financial system, while the  risky borrowers who 

are willing to invest in higher risk projects are willing to borrow at any cost.    

Credit rationing, implies that some borrowers are willing to pay a higher interest rate 

than the market rate in order to obtain loans therefore, they have an opportunity to 

bribe bank officials to secure the loan. However,  only risky borrowers act in this 

manner because borrowers who are considered secure, or less risky, are unwilling to 

borrow at a higher interest rate.  Based on the adverse selection theory, low-quality 

companies with small financing opportunities are more likely to pay bribes to obtain 

bank loans than high-quality companies. Consequently, Commercial banks also 

formulate more stringent company lending terms in order to avoid adverse selection 

and moral hazard. Nevertheless, this in turn may increase credit costs and expose 

businesses to higher risk. 
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Corruption, on the other hand, can be like greasing the wheels of economic activity. 

Based on the "Grease the Wheels" hypothesis, corruption can accelerate economic 

growth when governance structures are weak and there is high bureaucracy (Aidt, 

2009; Méon and Sekkat, 2005).   In other words, corruption can give a push to the 

economy, reducing transactions costs, and capital costs.   However, owing to a lack 

of empirical evidence, the efficiency-enhancing view of corruption has increasingly 

fallen out of favor (Aidt, 2003). On the contrary, the recent research pointed to a 

common conclusion that corruption triggers a rise in NPLs and a decline in the 

commercial banks’ soundness (Barth et al., 2004; Goel & Hasan, 2011).  

 

Over the past decade   the relationship between corruption and banks' lending 

behavior attracted the attention of many researchers.  Boudriga, et al. (2010) 

analyzed the components of NPLs using a survey of 46 banks from twelve 

diverse MENA economies. The study concluded that the high NPL rates of banks 

could be mitigated by controlling corruption and enhancing the quality of law and 

regulations. In a broader study, Goel and Hasan (2011) investigated the effect of 

corruption throughout the economy on banks' NPLs in a survey of 100 nations in a 

larger analysis. Using an ordinary least squares (OLS) technique, The results 

indicated a positive and significantly meaningful association between corruption and 

bank NPL levels across the sample.  

 

Similarly, Park (2012) looked at the impact of corruption on the banking sector's 

soundness and economic growth across a large panel of countries. This report, as 

in earlier research, found that corruption slowed economic development and 

exacerbated the problem of nonperforming loans across the sample. The study 
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asserted that through the distribution funds to poor ventures, corruption decreases the 

value of capital funding and therefore has a detrimental effect on economic 

development.  

 

Ahmed (2013) used macro and institution-level data and the OLS method to research 

the impact of corruption, information symmetry, GDP, and lending rate as predictor 

factors on NPLs for the entire Pakistani banking sector, for the period 2001-2010.  

To understand the rise or decrease in the bad loans, the author looked at the 

corruption at the country level, organization level, and information symmetry. Even 

though early literature has found that corruption exacerbates the problem of bad 

debts of banks, this study found that corruption and information symmetry do not 

affect NPLs. 

Chen et al. (2015) used evidence from 1,200 banks based in 35 emerging market 

economies between 2000 and 2012 to examine the effect of corruption on banks' 

risk-taking activity. The authors found consistent evidence that higher levels 

scores of corruption are linked to increased bank risk-taking behavior of banks. 

Furthermore, this research provided indication that the indirect influence of 

corruption has an influence on bank risk, and that fiscal policy has a significant 

impact on bank risk-taking activity as corruption becomes more serious. 

Another study by Bougatef (2016) analyzed the impact of wide corruption on banks' 

asset quality in the emerging market economies, applying a simple and multiple 

regression analysis on dataset of banks working in 22 countries during the period 

2008–2012. The study found robust evidence supporting the hypothesis that 
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corruption worsens the problem of credit risk. It also shown how misappropriation of 

bank lending hampered the development of economic growth in emerging markets. 

Furthermore, in a recent study in Indonesia, Murharsito et al. (2017) studied the role 

of corruption on the performance and credit quality of local development banks. This 

study used a corruption variable obtained from the National Forum for Indonesian 

Transparency Agency. Running a cross-sectional regression on data collected from 

26 local development banks for 2012 and 2013, the study found that corruption has 

no effect on credit risk of local development banks. However, the additional results 

showed that corruption has an adverse and statistically significant influence on the 

financial performance of the same banks. 

While most previous studies have been based on secondary data, a recent study by 

Şan (2018) utilized primary data alongside secondary data to analyze the reasons for 

high NPLs in the Albanian banking sector. The research concluded that financing 

unrealistic projects and making bad lending decisions due to external influences have 

been among the main causes of the high NPLs in Albania. Moreover, 86% of the 

bank officials who participated in this study indicated that the most effective way to 

deal with the high credit risk in Albania would be to introduce better credit analysis 

methods and to reduce the level of corruption in the country.  

A recent study by Murshed and Saadat (2018) also provided similar results for three 

South Asian countries, namely Bangladesh, India, and Pakistan. The authors 

performed several estimation techniques, such as OLS, FE, and random effects panel 

data, to investigate the impact of governance indicators on NPLs patterns across 

these three countries. To determine the long and short run causality between 
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governance and NPL, as well as the path of causality between variables, the 

researchers used a vector error correction model  and a Granger test. The causality 

tests found robust evidence suggesting long-run causal associations between the 

governance indicators and NPLs in Bangladesh, India, and Pakistan.  

The most recent study by Anastasiou et al. (2019) sought to determine the effect of 

the worldwide governance Indicators on banks' NPLs in in Greece's Commercial 

banks. The research applied principal component analysis  (PCA) on Commercial 

banks' annual data for the period 1996–2016. PCA is a method for reducing the 

dimensionality of large datasets, increasing interpretability while decreasing 

information loss. This research showed that when Greece has better governance (i.e., 

high accountability, high transparency, government strength, administrative quality, 

stable political situation and corruption control), it has a more stable financial sector,  

with less bad loans.  

Son et al. (2020) investigated the influence of corruption on  the financial system   

and economic development. They used the 3SLS regressions to analyze composite 

data from the World Bank representing 120 nations from 2004 to 2017. According to 

the findings, there is a positive correlation between corruption and credit risk.  They 

also discovered that the banking sector acts as a conduit for the transition of 

corruption's effect on the economy. Higher credit risk in the financial sector is argued 

to be the product of corruption, which slows economic growth. 

Mohamad et al. (2020) examined the effect of corruption on credit risk in 

16 economies in the Middle East and North Africa (MENA) area  over the period 

2011–2019.  For this, they used a model of macroeconomic and bank-specific 
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metrics, as well as data from 197 Commercial banks, and the hierarchical fixed 

impact regression methodology. The outcomes showed a direct and substantial 

association between country-wide corruption and NPLs.   

Ali et al. (2020) analyzed the influence of corruption on the incidence of financial 

crises using credit data from 38 countries from 2000 to 2017. They looked at both 

direct and indirect ways that corruption might influence the frequency of financial 

disasters. Overall, the outcomes introduced that corruption raises the likelihood of a 

banking crisis. The indirect effect revealed that corruption harmed bank lending by 

raising risk rather than increasing profitability.  

Rehmana et al. (2020) used a panel data of 18 Pakistani commercial banks from 2000 

to 2017 and ordinary least square, fixed effect, and random effect models are used  to 

explore the connection between corruption and NPLs. The findings showed that 

Control of Corruption Index has a strong and adverse association with NPLs, 

implying that tighter control of corruption would result in fewer NPLs.  

Thus, previous research have attempted to analyze the impact of corruption on banks' 

credit risk by using multiple methodologies in various context. These previous 

studies are based on traditional methodologies that deal with the mean function of the 

dependent variable (Lee & Li, 2012). Unlike previous studies however, the current 

research applies a panel QR estimation method. The QR estimation method is more 

robust to outliers and it enables an exploration of whether corruption has different 

effects on banks with different credit risk, as conditional distribution of credit risk, 

while controlling for unobserved country heterogeneity.  
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Chapter 3 

SAMPLE, DATA, AND METHODOLOGY 

3.1 Sample and Data 

This research uses a sample of 191 commercial banks from 18 MENAP countries. 

Table 1 shows the number of commercial banks by country and the average 

corruption scores of these countries between the period 2011–2018.  

Table 1: Sample of Commercial Banks by Country 

NO. Country Commercial Banks 
Average CPI Score  

2011- 2018 

1 The United Arab Emirates 17 3.10 

2 Kuwait 5 5.67 

3 Bahrain 7 5.43 

4 Saudi 7 5.26 

5 Qatar 6 3.36 

6 Oman 6 5.33 

7 Yemen 4 8.21 

8 Egypt 22 6.66 

9 Jordan 10 5.18 

10 Lebanon 27 7.22 

11 Iraq 2 8.28 

12 Tunis 10 5.96 

13 Morocco 5 5.23 

14 Mauritania 4 5.65 

15 Algeria 5 6.58 

16 Turkey 23 5.62 

17 Pakistan 21 7.06 

18 Syria 10 8.15 

 
Total 191  

Source: Transparency International, CPI annual reports, 2011–2018. CPI original index 

ranges from 100 to 0, here it is converted into a range from 0 to 10, where 0 indicates the 

cleanest and 10 indicates the most corrupt country. A score above 5 indicates a severe 

national corruption problem. 
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The International Monetary Fund (IMF) defines this analytical region, i.e. MENAP,  

as Middle East, North Africa,  Afghanistan and Pakistan. Despite having some 

diversity in their economic environments and legal systems, these 18 countries 

appear to have similar cultural values, political environments, and the bureaucratic 

systems that leave opportunities for corrupt activities in multiple sectors, including 

banking. In order to create a single community of banks, just commercial banks are 

included in the sample. Table 2 shows the ownership structure of the sample banks 

for each country.  As presented, the majority of banks in the sample are private 

banks.   

Table 2: Sample of Commercial Banks by Ownership Structure 

Public sector banks are controlled and authorized by the Government. Private sector banks 

are owned and controlled by private individuals and entities. 

NO Countries            Public       Private 

1 The United  Arab  Emirates 0 17 

2 Kuwait 0 5 

3 Bahrain 0 7 

4 Saudi 2 5 

5 Qatar 0 6 

6 Oman 0 6 

7 Yemen 1 3 

8 Egypt 3 19 

9 Jurdan 0 10 

10 Lebanon 0 27 

11 Iraq 0 2 

12 Tunis 4 6 

13 Morrocco 0 5 

14 Mauritania 0 4 

15 Algeria 1 4 

16 Turkey 3 20 

17 Pakistan 4 17 

18 Syria 1 9 

              Total 19 172 
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Although it is widely believed that corruption affects mostly the  public banks 

through political corruption we believe that high levels of countrywide corruption 

can also affect the private banks through political pressure, bribery, fraud and similar 

corruptive practices. Hence our sample which is made up mainly by the private 

banks will provide us additional information on the impact of corruption on private 

banks which is mainly missed in the earlier literature.   

Furthermore, a limited amount of research has been undertaken on corruption and 

credit risk of banks in MENAP region. This research fills this gap. Also, the 

countries listed in this region have a wide range of CPI levels, from 3.10 to 8.28 

which makes it statistically suitable to conduct this research.  

3.2 The Model 

The model used for this research is summarized in  Table 3, and explained below. 

3.2.1 Dependent Variable  

The dependent variable in our model is the NPLs (non-performing loans to total 

loans), such that a high NPLs points to an increased credit risk and probability of 

bank insolvency. In the literature, NPLs is the most widely employed measure of 

banks’ credit risk (e.g. Das and Ghosh, 2007; Fiordelisi et al., 2011; Goel and Hasan, 

2011; Koju et al, 2018).    

3.2.2 The Independent Variables  

The primary goal of this research is to determine the impact of corruption on credit 

risk of commercial banks in 18 MENAP countries. The independent variables used in 

this research are corruption, the macroeconomic indicators (GDP growth, gross 

capital formation) and the bank-specific determinants (bank size, inefficiency, 
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profitability). Macroeconomic indicators and bank specific determinants are used as 

control variables.  The independent variables are defined as below. 

Table 3: Dependent variable and Expected Signs on the Coefficients of the 

Regression 
Dependent Variable: 

Non-performing 

loans ratio (NPLs) 

It  is the non-performing loans to total loans such that a high NPLs points to an 

increased credit risk and probability of bank insolvency. In the literature, NPLs is the 

most widely employed measure of banks’ credit risk (e.g. Das and Ghosh, 2007; 

Fiordelisi et al., 2011; Goel and Hasan, 2011; Koju et al, 2018). 

Independent Variables: 

Variable Name Definition Expected Sign 

Countrywide 

Corruption 

(CORR) 

We utilize the Corruption Perception Index (CPI) to survey 

the country's corruption, Between 1995 and 2011, the CPI 

was scaled from zero (extremely corrupt) to ten (i.e., very 

clean). However, the CPI ratings are currently graded from 

zero to 100.  

In line with Park (2012), we described the CPI as follows:  

CORR= 10 – CPI     in 2011;      

CORR= 10- CPI/10 from 2012 to 2018. 

 High CORR indicating high degree of corruption. 

+ 
(Mohamad et al., 

2020; Son et al., 2020) 

 

- 
(Levine et al. 2000) 

and  

(Lui, 1985) 

Bank’s 

Inefficiency 

 (CTI) 

The cost-to- income ratio (CTI) is an indicator of the banks' 

inefficiency. To get the ratio, divide the operating costs by 

operating income.  

+ 
(Berger and DeYoung 

,1997) 

- 

(Abid et al., 2014) 

Bank’s 

Profitability 

(ROAE) 

The return on average equity (ROAE) is a financial ratio that 

measures the profitability of a bank. This financial metric is 

equal to net income after tax divided by the average 

shareholders’ equity for a specific period of time.  

- 
(Godlewski, 2005) 

Bank Size  

(SIZE) 

We measure bank size as the natural logarithm of total assets. 

A logarithmic transformation gives us a symmetric 

distribution more suitable for regression analysis. Bank size 

is generally used to capture potential economies or 

diseconomies of scale in the banking sector. 

+ 

Louzis et al. (2012) 

 

-  
(de Lis et al., 2001) 

Loan Growth 

 (LG) 

LG denotes loan growth in a bank. We measure loan growth 

as the percentage change in the amount of bank's total 

customer loans from the year t – 1 to year t.  

- 
(Clair, 1992) 

+ 

(Berger and Udell, 

2004) 

Growth in Gross 

Domestic Product 

(GDP growth) 

GDP growth is the rate of growth in gross domestic product 

expressed as a percentage. It is utilized to control for 

macroeconomic factors those are expected to influence bank 

credit risk.  

- 
Tan & Anchor (2017) 

Gross Capital 

Formation or 

Investment 

 (GCF) 

The ratio proxies for business financing. A high GCF 

represents high demand for funding by businesses.  
- 

(de Lis et al. 2001) 

  

Corruption(CORR):                                                                                                   

In this research, we used the Corruption Perception Index (CPI) as a proxy for the 

level of corruption in the sample countries, which has been broadly utilized in the 
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past research like Weill (2011), Geol and Hasan (2011), Park (2012), Bougatef (2015 

/ 2016), and Toader et al. (2018).  The CPI index  is developed by the Transparency 

International  in 1995. It is compiled annually by Transparency International and it 

currently ranks 180 countries from zero (highly corrupt) to 100 (very clean).  

  Between 1995 and 2011, the CPI index was scaled from zero  to ten,  however the 

scale has been changed from 0(extremely corrupt)  to 100 (very clean) from 2012 

onwards. Therefore,  we converted  0-100 scale into the 0 to 10 scale in order to 

unify the scale for our research period of  2011 to 2018.  Furthermore we reversed 

the scale from 0 to 10 where 0 represents the very clean and 10 represents the 

extremely corruption in order to harmonized the direction of this indicator with the 

rest of the explanatory variables. In his research Park (2012) applied the same 

method to unify the scale and reverse it in the same way we explained above. Hence 

in our research we describe the corruption with  CPI index as follows:  

CORR = 10 - CPI        for  year    2011; 

CORR= 10  - CPI/10   for years   2012 to 2018,  

With a high CORR indicating a high degree of corruption and low CORR indicate 

that the country is clean.  As shown in Table 1, our sample countries have a wide 

range of CPIs ranging from 3.10 to 8.28.  

Inefficiency:  

The cost-to-income ratio (CTI) is used as an indicator to measure banks' inefficiency. 

The effect of this factor on NPLs is not straightforward. Credit risk can be associated 

with efficiency on many levels, all of which Berger and DeYoung have thoroughly 

reviewed (1997). They develop theoretical approaches that vary in the causal 

relationships. First, the researchers argue that, under the hypothesis of bad 
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management , poor performance in banks' cost management suggests that these 

financial institutions are also possibly to handle their credit portfolio poorly, 

resulting in greater percentage of NPLs. In contrast, the skimping hypothesis 

suggests that low costs in banks lead to a higher rate of credit risk, as this implies an 

insufficient allocation of bank resources to loan assessment (Abid et al., 2014).  

Profitability:  

We use the return on average equity (ROAE) as an indicator for banks’ profitability. 

The relationship between ROAE and credit risk can identify in two ways. First, the 

"bad management hypothesis" justifies the negative relationship ROAE and NPLs 

since poor profitability reflects poor managerial performance. Several studies have 

highlighted that banks with high profits are less pressured to participate in risky 

lending behaviors and usually follow strict loan assessment methods (Godlewski, 

2005). Therefore, banks’ ROAE is anticipated to have a bad impact on credit  risk.  

In contrast,  Rajan (1994) clarified the positive relationship between ROAE and 

NPLs by stating that bank management is likely to inflate current profits by 

undertaking negative net present value through using more liberal lending policies at 

the expense of future bad loans.  

Size:  

We use the logarithm of a bank's total assets as an indicator of their size (SIZE). The 

effect of this factor on credit risk is also not straightforward. The moral hazard 

hypothesis suggests that the reliance of large banks on state intervention during 

difficult times motivates banks to take excessive risk and adopt lenient assessment 

methods. The government has a reputation for shielding major financial institutions 

and their creditors from collapse. As a result, Large banks are more willing to accept 
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risks by lending to riskier borrowers (Stern and Feldman, 2004). In addition, Louzis 

et al. (2012) discovered data supporting the Too Big To Fail concept. Moreover, 

Boyd and Gertler (1994) claimed that the US government's Too Big To Fail strategy 

strengthened big banks' propensity to hold on riskier portfolios in the 1980s. 

Loan Growth:  

LG represents loan growth in a bank.  LG may have an adverse impact on NPLs if 

this growth is during the period of economic boom (Clair, 1992). Bhattarai (2015) 

used a survey of 26 Nepalese Commercial banks to examine the effect of bank-

specific indicators on NPLs from 2002 to 2012. The findings showed that the loan 

growth  has a substantial and adverse effect on NPLs as  loan portfolios deteriorate. 

Several studies have shown that an expansion of the loan portfolio may lead to 

capacity constraints, rendering Commercial banks unable to effectively assess their 

loan applications and monitor them (Berger and Udell, 2004).  

GDP Growth: 

GDP growth is the rate of growth in gross domestic product expressed as a 

percentage. Following the studies of Carvallo et al. (2015), and Tan & Anchor 

(2017), the GDP growth rate is utilized to control for macroeconomic factors that are 

expected to influence bank credit risk.  It is estimated that economic growth 

improves borrowers’ capacity to repay, whereas economic slowdowns negatively 

affect people’s financial capacity (Salas and Saurina, 2002). Therefore, GDP growth 

is likely to have a negative impact on credit risk. 

Gross Capital Formation: 
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GCF is gross capital formation or investment. The ratio proxies for business 

financing. A high GCF represents high demand for funding by businesses. When 

there is increased demand for bank credit, commercial banks can be more selective 

and can cherry pick the best credit applicants without lowering their credit standards. 

Therefore, we would expect to see an adverse association between GCF and bank 

credit risk, i.e. their level of NPLs. (de Lis et al., 2001). 

We excluded explanatory variables where other explanatory variables somehow 

captured their effect. For example, the inclusion of a real GDP growth rate made the 

effects of the inflation rate and unemployment rate insignificant. Thus, those 

variables are excluded from the model. This scenario is also adopted for the case of 

interest rate; however, as its impact did not appear to be significant, this variable is 

also ruled out from the model. Table 4 shows summary statistics and data providers 

for the factors used in the model. 
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Table 4: Summary Statistics and Data Sources for Sample Banks 

Variable NPLs CPI COC CTI GCF  GDP GROWTH LG ROAE SIZE 

 Mean 7.42 5.80 1.39 48.84 60.04 3.50 6.77 11.88 6.86 

 Median 5.33 5.90 1.21 46.38 61.00 3.51 6.02 11.66 6.79 

 Maximum 71.81 7.70 4.29 183.64 113.00 9.33 162.29 50.13 8.35 

 Minimum 0.05 2.90 0.32 16.79 1.00 -3.48 -45.61 -49.28 5.08 

 Std. Dev. 7.37 1.30 0.67 18.14 30.09 1.97 17.43 8.75 0.63 

 Skewness 3.09 -0.84 0.37 2.01 -0.11 0.04 1.86 -0.54 -0.10 

 Kurtosis 17.64 2.82 3.10 12.56 2.03 3.63 17.13 11.74 2.59 

 Jarque-Bera 9790.45 109.46 22.00 4169.54 38.22 15.50 8278.28 3005.69 8.17 

 Probability 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 

Observations 1286 1498 1498 1349 1288 1475 1174 1350 1358 

Source Bankscope  TI World Bank Bankscope  WDI WDI Bankscope  Bankscope  Bankscope  

   

   
Note:  *  NPLs:  Non Performing Loans;  CPI:  Corruption Perception   Index;  COC:  Control of Corruption; LG:  Loan Growth; ROAE:  Return  on  Average 
Equity; CTI: Cost to Income; SIZE: Size of the Bank; GDPgrowh: Growth in Gross Domestic Product; GCF: Gross Capital Formation.  
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3.3 The Methodology 

3.3.1 Quantile Regression (QR) Method 

As shown above, in Table 4, for the sample commercial banks the average of NPLs 

ratio is 7.42 while the kurtosis is 17.64, implying that the distribution of the 

dependent variable departs from the normal distribution. This characteristic is also 

verified through the application of the Jarque–Bera normality test. The result (the 

statistic is 9790.45 with P-value of 0.00) rejects the null hypothesis of normality and, 

therefore, it confirms the non-normality of NPLs. Furthermore,  the means of the 

values  of the NPLs for quantiles 0.25, 0.50, 0.75 and 0.95 are 1.91, 5.33, 7.89 and 

24.50 respectively.  Since the dependent variable has a non-normal distribution, we 

decided to used the quantile method which is robust to outliers and fat-tailed 

distributions (Powell, 2016). 

Traditional regression techniques such as OLS, Fixed-effect, random-effect, and 

GMM have been practiced widely in statistics. However these methods depend on 

rigid assumptions such as the linearity of the coefficients, normality of the error 

distribution, constant variance of the errors, and no association between consecutive 

errors. A regression model's predictions, statistical significance, and empirical 

observations may be skewed or inaccurate if any of these assumptions are broken. 

 The QR model is a feasible alternative to traditional regression models. It 

determines the conditional median, or other quantiles of the dependent variable, 

while the system of OLS estimates the conditional mean of the dependent variable 

throughout values of the response variable. Instead of analyzing only the mean of the 

response variable, looking at the conditional distribution of the response variable for 
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different quantiles of the explanatory variables can lead to very different inferences. 

The QR approach does not necessitate that the predictor variable be normally 

distributed, nor does it necessitate the other strict assumptions that conventional 

approaches entail. Where the linear regression conditions are not met, QR is used. 

QR is recommended to obtain a complete regression picture (Koenker 2005). QR is a 

widely used method for determining conditional percentile approaches that have 

been used in a variety of observational studies; see Koenker and Bassett (1978), 

Koenker and Machado (1999), and He and Zhu (2003).  The QR approach has 

recently gained popularity in a variety of fields such as science, finance, economy, 

and medicine (Koenker, 2017; Qin, 2012; Wang et al., 2018). This method offers 

detailed examination of the relationships among factors over a wide range. 

In contrast to the typical regression methods, QR does not need observations to 

assume a particular distribution and can predict various results at different quantiles 

of the dependent variable. Furthermore, QR is thought to be more resilient to outliers 

due to the lower sensitivity of its estimation results to outliers and multimodality (Liu 

et al., 2013). QR can handle diversity for data gathered from different sources, 

places, and periods without making much assumptions (Qin, 2012; Qin et al., 2010; 

Qin and Reyes, 2011). 

The application of QR in the context of panel data goes back to research by Koenker 

and Xiao (2004), who presented a general approach for estimating QR models for 

longitudinal data. This research can be regarded as the basis for the following studies 

in different areas. In recent years, Powell (2016) presented QR for panel observations 

with no additive individual effects in recent years, retaining the non-
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detachable  disturbance term that has been widely correlated with quantile prediction 

and serves as the basis for this analysis. 

Many researchers have practiced QR in different views of the banking and finance 

field, covering financial risk and regulations (Klomp and de Haan, 2012),  insolvency 

expectation (Li and Miu, 2010), and loan risk (Schechtman and Gaglianone, 2012). 

Also, Cihak and Hesse (2007) examined the importance of cooperative banks in 

financial stability. They test the robustness of their results by using a robust 

estimation technique and QR. Moreover,  Dima and Spulbăr (2014) employed  a two-

stages QR to examine the financial relationship formed by the banks' stability, 

competitiveness, and productivity in the banking system, as well as the growth of 

equity markets. Recently, Chowdhury and Masih (2017) applied dynamic GMM, 

QR, and wavelet coherence approaches to explore the bank-specific characteristics 

and macroeconomic and government variables of the Islamic banks’ profitability in 

the GCC region. Furthermore, Lv and Xu (2017) employed a dataset of 62 countries, 

over a period of 1998-2011, and used the QR methodology to test the connection 

between response variable (tourism demand) and corruption as explanatory variable 

through different quantiles of the conditional distribution of the response variable. 

Most recently, Karadima and Louri (2020) applied QR to annual dynamic panel data 

to identify the association between bank concentration and NPLs  in 19 European 

Union countries. This study showed that, after the global financial crises, bank 

consolidation and concentration  in European Union countries helped to reduce the 

NPLs of banks. 
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Following the earlier research in credit risk modeling our research uses QR to 

provide evidence on the correlation between banks’ credit risk and a variety of 

determinants, including corruption, while controlling the heterogeneity at different 

Commercial banks. There follows an explanation of the selected method, the merit of 

the model, and the reason behind the application of this method to achieve the 

research objective. Quantiles are defined as cut points  in a probability distribution 

that split the spectrum into adjacent intervals of equal probabilities. If p is a positive 

integer between 0 and 1, Thus, for a random variable y, the 100p percentile of the 

distribution, signified by Q(p), can be described as follows: 

   (   ( ))   ( ( ))   ∫  ( )  
 ( )

  
     (1) 

where f(y) stands for the continuous random variable's probability density 

function.  Q(p) can be described using Formula 1 as follows: 

 ( )      ( )     *   ( )   +            (2) 

where     (inverse cumulative distribution function) is the quantile function; it gives 

the value of the quantile(z) at either the probability of the random vector is equal to 

or less than the given p-value or the cumulative probability of the random variable is 

equal to the given probability value and Inf symbolizes the  greatest lower bound. 

As with the sample mean, which yields the least residual sum of squares, the sample 

median for a stochastic variable y minimize the sum of absolute deviations. 

Subsequently, the overall Q(p) is considered an feasible solution for minimizing the 

weighted mean with values > or = Q(p) and samples with values < or = Q(p), as 

follows: 

    ,∑  |    ( )|  *      ( )+  ∑ (   )|    ( )|  *      ( )+  -  (3) 
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if y is a linear equation of the factors, as follows: 

                   (4) 

where y represents the dependent factor,   is the vector of unidentified coefficients 

of the explanatory variables X, and   is unsystematic error. As a result, the 

optimization problems can be extended to solve the prediction for   s: 

  ̂( )             ,∑  |      |  *        +  ∑ (   )|      |  *        +  -      (5) 

Thus,   ̂( ) can be viewed as the pth regression quantile for any quantile point (p) 

between 0 and 1, which decreases the sum of the weighted disturbance (Koenker and 

Bassett, 1978; Qin et al., 2010). 

3.3.2 Panel QR Model 

As the panel data framework recognizes, the QR model can work better both for 

computation and for dealing with the heterogeneity problem. Presume we have the 

model formulation shown below: 

                          (6) 

where     denotes the NPL rate as a dependent variable;     is a vector of such 

independent variables as; Corruption Perception Index (CPI), the return on average 

equity (ROAE), the ratio of cost to income (CTI), the bank size (SIZE), the loan 

growth in a bank (LG), the real growth rate of GDP (GDP GROWTH), and the gross 

capital formation (GCF);    stands for the coefficient at the p quintile; the time-

invariant individual FE is denoted by   ; and     is the error term.   
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Chapter 4 

EMPIRICAL RESULTS 

To ensure that our results will not suffer from multicollinearity we first examined the 

correlation between our variables. When the explanatory variables in a regression 

equation are correlated, multicollinearity occurs.  As Table 5 shows, in our model the 

correlation is weak between all variables, except ―ROAE‖ and ―CTI‖. The 

coefficient of - 0.59 indicates moderate correlation between variables ―ROAE‖ and 

―CTI‖. Therefore, The correlation  matrix presented  in Table 5 shows that our model 

is free from multicollinearity.  

Table 5: The Correlation Matrix of Variables 

Correlation NPL  CPI  CTI  GDP growth GCF  LG  ROAE  SIZE  

NPL  1 
       

CPI  0.25 1 
      

CTI  0.29 0.32 1 
     

GDP growth -0.09 -0.11 0.05 1 
    

GCF  -0.02 0.14 0.07 0.37 1 
   

LG  -0.14 -0.06 0.02 0.16 0.07 1 
  

ROAE  -0.23 0.06 -0.59 0.13 0.00 0.02 1 
 

SIZE  -0.38 -0.30 -0.39 0.05 -0.04 -0.03 0.22 1 

Note: * NPLs: Non performing loans; CPI: Corruption perception Index; ; CTI: Cost to 

income; GDPgrowth: Gross domestic product growth rate; GCF: Gross capital formation; 

LG: Loan growth; ROAE: Return on average equity; SIZE: Size of the bank. 

In this research, we utilize the estimation process proposed by Powell (2016) because 

of its consistency and normal asymptotic distribution of coefficients. Powell (2016) 

allows no additive fixed effects, something that the other panel quantile with additive 
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fixed effects methods such as Lamarche (2010); Canay, (2011), and Kato et al. 

(2012) cannot do. The method’s process is based on the estimation of the unobserved 

FE (    ̂     [       ̂  
 
  ]  ̂   √                              ) in the 

first step and conducting the standard QR through y  it= yit -    i  on the vector of 

independent factors and obtaining the estimator at the percentile, as seen in formula 

(5). 

4.1 Model Estimation Results 

Based on the general model stated in Chapter 3, the specific model of this research 

can be expressed as:  

                              

where i and t subscripts indicate country and year, respectively. Credit risk is 

measured with non-performing loans (NPLs) as a main dependent variable;     is a 

vector of such explanatory variables as; Corruption (CORR) as a main independent 

variable, the return on average equity (ROAE), the ratio of cost to income (CTI), the 

bank size (SIZE), the loan growth in a bank (LG), the gross domestic product real 

growth rate (GDP growth), and the gross capital formation (GCF);    stands for the 

coefficient at the p quintile; the time-invariant individual FE is denoted by   ; and 

    is the error term.  

This research illustrates that the regression coefficients of some variables act 

differently across the conditional distribution of credit risk (quantiles). Commercial 

banks with higher credit risk (upper quantiles) appear to treat certain banking 

characteristics differently from commercial banks with lower credit risk (lower 

quantiles). All of our analyses show that parameters vary statistically across 

quantiles, illustrating the power of our methodology. Table 6 presents the 
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approximate coefficients of credit risk determinants for quantiles Q.25, Q.50, Q.75, 

and Q.95. 

Most importantly, our findings show that corruption has a substantial and positive 

influence on bank credit quality. This finding is similar to previous findings by   

Goel and Hasan (2011), Park (2012), Bougatef (2016), and Toader et al. (2018). 

Moreover, our findings provide additional information that corruption has a 

stronger impact on the credit risk of commercial banks in the upper quantiles than in 

the lower ones. This is because the corruption coefficient is estimated to be around 

0.202 for quantile .25, increases to 0.717 for quantile .75, and then reaches its 

maximum value of 1.260 in the .95 quantile. This shows that not only does 

corruption make the credit risk of all commercial banks much worse, but also that its 

impact is stronger on the commercial banks with higher credit risk. According to our 

results, for every unit raise in the CPI, the NPL ratio for banks in the lowest credit 

risk category increases by 0.202 percentage point. Whereas the same change in the 

CPI index increases the NPLs ratio of banks in the highest credit risk category by 

1.260 of a percentage point. 
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Table 6: Quantile Regression Coefficients at Different Quantiles 

Variable                                             Quantile Coefficient                                                       Fixed effect  

 0.25 0.5 0.75 0.95 FE 

CPI 0.202
***

 0.191
***

 0.717
***

 1.260
***

 0.171 

 (0.004) (0.004) (0.187) (0.063) (0.404) 

ROAE -0.032
***

 -0.056
***

 -0.129
***

 -0.278
***

 -0.160
***

 

 (0.001) (0.001) (0.023) (0.006) (0.025) 

CTI 0.043
***

 0.047
***

 0.002 0.039
***

 0.018 

 (0.001) (0.001) (0.019) (0.002) (0.015) 

SIZE -1.294
***

 -2.524
***

 -4.848
***

 -7.904
***

 -11.23
***

 

 (0.010) (0.014) (0.454) (0.117) (1.551) 

LG -0.037
***

 -0.040
***

 -0.031
***

 -0.007
**

 -0.023
**

 

 (0.001) (0.001) (0.001) (0.002) (0.007) 

GDP growth -0.002 -0.108
***

 -0.050 0.204
***

 -0.048 

 (0.006) (0.001) (0.063) (0.028) (0.086) 

GCF -0.003
***

 -0.001
***

 -0.002 -0.043
***

 -0.001 

 (0.001) (0.001) (0.002) (0.001) (0.004) 

*, **, and *** parameters are relevant at   =10%, 5%, and 1%, sequentially. The NPLs rate are reported at the 25th, 50th, 75th, and 95th quartiles. Numbers in 

parenthesis for each column denotes the robust standard errors. 
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Similar to Makri et al. (2014) and Sheefeni (2015), our estimation outcomes also 

show that bank profitability, i.e. ROAE is absolutely crucial and has a negative 

relationship with credit risk. The estimated  coefficients of  ROAE appears to 

increases across quantiles Q.25 = −0.032, Q.50 = −0.056, Q.75 = −0.129, and Q.95 = 

−0.278. This indicates that the impact of profitability to reduce the rate of NPLs is 

actually higher in the upper quantiles where the high credit risk banks are classified.   

The results of the regression also show that the higher the banks’ CTI ratio, the 

higher NPLs. This outcome supports the results of Podpiera and Weill (2008) and 

Louzis et al. (2012). Our analytical findings confirm the bad management concept, 

where it suggests that commercial banks with bad cost management are likely to 

have bad loan portfolio management. 

Regarding to bank size (SIZE) our findings reveal that SIZE significantly 

and adversely affects bank NPLs. The estimated coefficients are Q.25= -1.294, 

Q.50=-2.524,  Q.75=  -4.848 and Q.95 = -7.904 indicates that the impact of the SIZE 

has a progressively greater influence on reducing the rate of NPLs, the greater is the 

underlying rate of NPL of the quantile. Advantages of the larger size banks relative 

to the smaller banks are explained by a number of studies. As stated by Salas and 

Saurina (2002), big banks are likely to be more diversified. Similarly, Rajan and 

Dhal (2003), big banks have sophisticated technology and professional human 

resources to control their credit risk. In the same vein, Zribi and Boujelbène (2011), 

bigger commercial banks are more probably to have more expertise in risk 

management and they are more diversified, which may enable them to deal 

efficiently with non-payers.  
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Our estimation results on the association concerning banks’ LG and their NPLs are 

also consistent with previous research outcomes (Koju et al., 2018; Shingjergji, 

2013) showing that lower banks’ LG result in higher credit risk. Overall, the 

empirical outcomes suggest that commercial banks will have a greater chance to 

diversify their portfolio of loan  and reduce their credit risk if they increase their loan 

growth. Further, Koju et al. (2018) argued that during loan growth periods, the 

possibility of bad loans may be avoided by applying strict controls and maintaining 

high credit standards. Findings also show that there is relatively little difference 

between the estimated coefficients in different quantiles.  

Another interesting finding relates to the impact of economic growth on bank credit 

risk. Our results show an inverse association between the rate of GDPgrowth and 

credit risk in all the quantiles except 0.95 quantile. This suggests that economic 

growth affects high credit risk and low credit risk banks differently. The negative 

estimated coefficients are also supported the outcomes of Salas and Saurina (2002) 

and Thiagarajan et al. (2011) that GDPgrowth can significantly improve borrowers’ 

ability to repay loans. In other words, an increase in GDPgrowth rate can decrease 

credit risk by improving borrowers’ financial ability to pay off debts. In contrast, 

high GDPgrowth result in high NPLs at the 0.95 quantile, indicating that economic 

growth worsens NPLs of high credit risk banks. This may be attributed to banks' 

loosening lending conditions at the highest quantile. This finding follows those 

of  Fofack (2005) and Beck et al (2013). Despite the fact that Beck et al. (2013) 

reiterated the desirable association between GDPgrowth and credit risk, they also 

stated that lagged GDPgrowth has an undesirable effect. Moreover, Fofack (2005) 

established that a substantial increase in credit risk would produce uncontrolled 

credit risk growth.  
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Finally, our empirical results support the theory of pro-cyclicality between gross 

fixed capital formation and NPLs. This theory suggests that higher gross fixed capital 

formation leads to greater economic activity and lower credit risk. The conventional 

wisdom is that rapid economic growth is motivated by investment. Similar to Festić 

et al. (2011), our findings indicate a negative correlation between GCF and NPLs of 

banks across all quantiles.  

4.2 Robustness Tests 

We perform two robustness tests to check the robustness of our results.  First, we 

perform the same analysis using an alternative regression method and second, we use 

an alternative corruption indicator. 

4.2.1 Alternative Regression Method 

We use the FE regression to investigate the association between corruption and 

banks’ credit risk. For comparison, the FE regression results are presented in the last 

column of Table 6. Overall, we observe that the outcomes of the FE method do not 

differ significantly in either substance or sign from the results of the QR technique. 

For example, the estimated coefficient of corruption is significantly positive in the 

QR method, where it is positive but not significant according to the FE method. This 

is because the FE estimator, by concentrating only on the mean of the distributions, 

does not allow the impact of corruption on banks’ credit risk to differ across 

quantiles. In contrast, the estimated coefficients of the corruption variable is different 

in each quantile. Moreover, the higher the quantile the larger the size of the estimated 

coefficient is.  

Furthermore, both FE and QR methods have similar estimations with respect to  

ROAE, SIZE and LG variables.  However,  FE methodology did not find CTI, GDP 
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growth rate and GCF variables significantly related to credit risk of banks. When we 

check the QR , the estimation results of these variables vary between the quantiles 

showing that the impact of these variables changes depending on the riskiness of the 

banks, however FE methodology does not allow the impact of these variables on 

banks’ credit risk to differ across quantiles. Hence in the FE estimation results, the 

estimated coefficients of these variables are insignificant.  

 4.2.2 Alternative Corruption Indicator  

For an alternative indicator of corruption, we use the control of corruption (COC) 

indicator published by the World Bank to capture corruption on a scale of −2.5 to 

+2.5, where the higher the score, the less the corruption indicated. In order to make it 

consistent with the rest of the variables, this index is transformed into a scale from 0 

to 5 using the formula ((5-(COC+2.5))/(COC+2.5)) where the higher the value is 

higher the corruption indicated. 

As shown in Table 7, there is no significant change in the findings. COC is positively 

and significantly related to credit risk. Furthermore, the magnitude of the estimated 

coefficients are higher in higher risk categories ( Q .25= 1.102, Q.50= 1.474, Q.75= 

2.578, Q.95=4.711)  indicating that an increase in the level of corruption (COC) will 

increase the NPL rate of banks in higher risk categories more than the lower risk 

categories. Taken together, our results show that commercial banks in higher credit 

risk categories are likely to be impacted more severely by corruption than the banks 

in lower credit risk categories. 
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Table 7 : 2nd Robustness Analysis (Different Measure of Corruption COC Index) 

Variable Quantile Coefficient Fixed effect  

 0.25 0.5 0.75 0.95 FE 

COC 1.102
***

 1.474
***

 2.578
***

 4.711
***

 4.549
***

 

 (0.055) (0.126) (0.039) (0.009) (0.987) 

ROAE -0.058
***

 -0.075
***

 -0.215
***

 -0.242
***

 -0.160
***

 

 (0.003) (0.009) (0.001) (0.001) (0.025) 

CTI 0.025
***

 0.049
***

 0.010
***

 -0.014
***

 0.013 

 (0.001) (0.011) (0.001) (0.001) (0.015) 

SIZE -1.087
***

 -2.274
***

 -3.628
***

 -7.930
***

 -9.970
***

 

 (0.093) (0.055) (0.017) (0.015) (1.541) 

LG -0.031
***

 -0.021
***

 -0.049
***

 -0.098
***

 -0.019
*
 

 (0.002) (0.004) (0.001) (0.001) (0.007) 

GDP growth -0.033
**

 -0.136
***

 0.249
***

 0.460
***

 0.031 

 (0.012) (0.035) (0.006) (0.001) (0.085) 

GCF -0.002 0.002 -0.001
***

 -0.058
***

 -0.004 

 (0.001) (0.002) (0.001) (0.001) (0.004) 

*, **, and *** parameters are relevant at    =10%, 5%,  and 1%,  sequentially.  The NPLs rate are reported at the 25th, 50th, 75th, and 95th 

quartiles. Numbers in parenthesis for each column denotes the robust standard errors. 
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Chapter 5 

CONCLUSION 

This research explores the impact of countrywide corruption on the credit risk of 

commercial banks with different levels of credit risk.   We use QR methodology and 

employ both macroeconomic and bank-specific data  from a sample of 191 

commercial banks to test the impact of  country-wide corruption on the credit risk of 

commercial banks operating in 18 MENAP countries. This is the first research to 

employ QR methodology to investigate the association between corruption and 

banks’ credit risk. Using this methodology provided us additional information on 

how corruption and other control variables affect banks at different credit risk levels.  

Our findings show that corruption has a positive and statistically significant 

relationship with commercial banks’ credit risk.  Furthermore, our results illustrate 

that the regression coefficients of some independent variables behave differently 

across different credit risk levels, or quantiles. For example, the estimated 

coefficients show that corruption has a stronger impact on banks that have higher 

level of credit risk than the banks that have lower levels of credit risk. In other 

words, banks with high credit risk appear to be more vulnerable against corruption 

than banks with low credit risk.  

Considering that the 90% of the sample banks used in this research owned by the 

private sector, these findings suggest that   private banks are as vulnerable to 
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corruption as the  public banks when the countrywide corruption is high.  Therefore, 

the idea that banks’ credit risk could be insulated through private ownership may not 

be correct when countries suffer from a widespread high levels of corruption.    

On the basis of these findings we can argue that lower levels of countrywide 

corruption will result in lower levels of NPLs in commercial banks, in particular, 

high credit risk banks with benefit more than others. Therefore we can argue that 

lower levels of countrywide corruption will promote healthier banking sectors.  

However, it is beyond the scope of this research to  study how corruption could be 

reduced or eliminated.  

On the basis of our  findings we can suggest that countries with high corruption 

levels should consider to tighten their banking regulations and supervise their  high 

credit risk banks closely to reduce the credit risk in their banking sectors. For 

example,  regulators may impose higher provisioning for banks with high credit risk. 

In addition, having frequent on-sight inspections to examine credit portfolios of high 

credit risk banks will help to limit the credit risk exposure of these banks to the 

corruptive practices in the country.  

Furthermore, in order to prevent banks from making decisions under the political 

pressure  transparency should be increased in the credit departments of banks 

through sharing credit applications and credit approval decisions with  other 

divisions in the bank and outside bodies such as the Central Bank, and bank 

supervisors. 



 
 

45 
 

Our findings show that corruption does not affect all banks at the same level. Hence, 

further research is recommended to understand the interventions that will serve to 

control this behavior. Moreover, it is important to understand the channels that 

countrywide corruption affects private banks’ credit decisions. How the governance 

of commercial banks could be improved in highly corruptive environments should 

also be investigated in further research.  This research is conducted in MENAP 

region, similar research in other regions, with different levels of income and public 

sector corruption are also recommended.  
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