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ABSTRACT 

A nanonetwork is an interconnection of nano devices that are made up of nano-scale 

components. Several approaches for designing and implementing nanonetworks have 

been presented in recent years. Diffusion-based molecular communication is one of 

these approaches that use molecules as means of transmitting information in 

network. In diffusion-based molecular communication, molecules or particles diffuse 

in an aqueous environment under Fick’s laws of diffusion to move from transmitter 

to receiver. In order to have full cooperation among nano devices, there must exist a 

communication path between every communicating pair. Hence, the primary aim of 

this study is to employ methods used for analyzing random networks to evaluate 

connectivity properties of nanonetworks that employ diffusion-based molecular 

communication techniques. Extensive simulations have been performed to 

investigate the effects of varying node density, number of particles released per node, 

and concentration threshold for detection at the nodes. The corresponding results in 

two and three-dimensional environments have been presented. 
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ÖZ 

Nano-ağlar, nano-ölçekte bileşenleri olan nano-aygıtların birbiriyle bağlanmasıyla 

oluşur. Son yıllarda, nano-ağların tasarım ve oluşturulması için çeşitli yaklaşımlar 

önerilmiştir. Difüzyona dayalı moleküler iletişim, yani ağda bilginin moleküller 

kullanarak taşınması, bu yaklaşımlardan bir tanesidir. Difüzyona dayalı moleküler 

iletişimde moleküller sıvı ortamda Fick’in difuzyon kanunu ile vericiden alıcıya 

hareket eder. Nano-aygıtlar arasında tam işbirliği için her verici-alıcı çifti arasında 

bir iletişim yolunun olması gerekir. Dolayısıyla, bu çalışmanın esas amacı, rasgele 

ağların analizinde kullanılan metodları kullanarak difüzyona dayalı moleküler 

iletişim kullanan nano-ağların bağlantısallık özelliklerini analiz etmektir. Aygıt 

sıklığı, aygıt başına yayılan parçacık sayısı, aygıtların yoğunluk algılama eşiği 

değerlerinin bağlantısallıktaki etkilerini incelemek için simulasyonlar yapılmıştır. 

Hem iki hem de üç boyutlu ortamlarda elde edilen sonuçlar değerlendirilmiştir.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Anahtar Kelimeler: Bağlantısallık, difüzyona, moleküler iletişim, nano-ağlar   
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Chapter 1 

1 INTRODUCTION 

The roots of nanotechnology can be traced back to the “There’s Plenty of Room at 

the Bottom” speech of the Nobel Prize winner physicist, Richard Feynman in 1959 

[1]. The speech was about possibilities of creating tiny but powerful devices that may 

be employed in a wide range of applications in the future. Nanotechnology is a 

technology for devices at nanometer scale. It is the study of creating and developing 

devices and structures having at least one dimension sized from 1 to 100 nanometers. 

These nano-machines can then be used to construct more complex devices such as 

nano-robots and nano-processors [2]. 

1.1 Creating Nano-Machines 

Generally, there are three different approaches for creating nano-machines as 

displayed in Fig. 1: top-down, bottom-up and bio-hybrid [2] [3]. 

- In the top-down approach, current electronic devices are scaled down from micro to 

nano level using advanced manufacturing techniques. Quantum effects are the 

downside of this approach and electrons may have different behavior at nano-scale. 

This approach is still at an early stage. 
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- In the bottom-up approach, a bio-inspired approach is used. Using molecules as 

building elements, molecular components chemically assemble themselves to build 

nano-machines. Although, there is still no available technology for constructing 

nano-machines molecule by molecule, this is a promising way of creating nano-

machines precisely. 

- Bio-hybrid approach is about using biological structures, which act like nano-

machines, to create more complex systems or to develop new nano-machines. There 

are many biological structures in nature, especially in cells, which can be considered 

as nano-machines. Nano-biosensors, nano-actuators, biological data storing 

components and control units are some examples of these nano-machines [4].     

Fig. 1 shows different systems with two sources of origin, man-made and nature, 

ranging from nanometers to meters. Although nano-machines can be built using any 

of these approaches, biological nano-machines, due to their unique characteristics in 

power consumption and communication can cause new developments for nano-

machines [2].  

 

Figure 1: Approaches for the development of nano-machines (reproduced from [2]) systems, and to their size, ranging from nanometers to me-
ters. In the future, nano-machines will be obtained follow-
ing any of these three approaches. However, the existence
of successful biological nano-machines, which are highly
optimized in terms of architecture, power consumption
and communication, motivate their use as models or build-
ing blocks for new developments.

2.1. Development of nano-machines

2.1.1. Top-down approach
Recently, newest manufacturing processes, such as the

45 nm lithographic process, have made the integration of
nano-scale electronic components in a single device possi-
ble [39]. The top-down approach is focused on the develop-
ment of nano-scale objects by downscaling current
existing micro-scale level device components. To achieve
this goal, advancedmanufacturing techniques, such as elec-
tron beam lithography [61] andmicro-contact printing [42],
are used. Resulting devices keep the architecture of pre-
existing micro-scale components such as microelectronic
devices and micro-electro-mechanical systems (MEMS).

Nano-machines, such as nano-electromechanical sys-
tems (NEMS) components, are being developed using this
approach [19,34,45]. However, the fabrication and assem-
bly of these nano-machines is still at an early stage. So
far, only simple mechanical structures, such as nano-gears
[66], can be created following this approach.

2.1.2. Bottom-up approach
In the bottom-up approach, nano-machines are devel-

oped using individual molecules as the building blocks.
Recently, many nano-machines, such as molecular
differential gears and pumps [51], have been theoretically
designed using a discrete number of molecules. Manufac-
turing technologies able to assemble nano-machines mol-
ecule by molecule do not exist, but once they do; nano-
machines could be efficiently created by the precise and
controlled arrangement of molecules. This process is called
molecular manufacturing [24].

Molecular manufacturing could be developed from cur-
rent technologies in couple decades if adequate resources
are invested. Current development of nano-machines using
this bottom-up approach, such as molecular switches [5]

and molecular shuttles [6], are based on self-assembly
molecular properties [7].

2.1.3. Bio-hybrid approach
Several biological structures found in living organisms

can be considered as nano-machines. Most of these bio-
logical nano-machines can be found in cells. Biological
nano-machines in cells include: nano-biosensors, nano-
actuators, biological data storing components, tools and
control units [25]. Expected features of future nano-
machines are already present in a living cell, which can
be defined as a self-replicating collection of nano-machines
[63]. Several biological nano-machines are interconnected
in order to perform more complex tasks such as cell
division. The resulting nanonetwork is based on molecular
signaling. This communication technique is also used for
inter-cell communication allowing multiple cells to coop-
erate to achieve a common objective such as the control
of hormonal activities or immune system responses in
humans.

The bio-hybrid approach proposes the use of these bio-
logical nano-machines as models to develop new nano-
machines or to use them as building blocks integrating
them into more complex systems such as nano-robots. Fol-
lowing this approach, the use of a biological nano-motor to
power a nano-device has been reported in [56]. Another
example in line with this approach is the use of bacteria
as controlled propulsion mechanisms for the transport of
micro-scale objects [10].

2.2. Expected features of nano-machines

The main constraint in the development of nano-ma-
chines is the lack of tools which are able to handle and
assemble molecular structures in a precise way. However,
given the rapid advances in manufacturing technologies,
efficient fabrication of more complex nano-machines will
be possible in the near future. They are expected to include
most of the functionalities of existing devices at micro-
scale. In addition, nano-machines will present novel fea-
tures enabled by molecular properties of the materials that
can be exploited at nano-scale. The most important and ex-
pected features of future nano-machines can be described
as follows:

Nature

Man-made

Scale
m                                mm                             µm                              nm

Humans CellsInsects Cell
organells

Computers             Micro-electonics       Nano-electronics

MEMS NEMS

Robots                           Micro-robots           Nano-robots NANOMACHINES
Molecules

Top-down
Bottom-up

Bio-hybridBacteria

Fig. 1. Approaches for the development of nano-machines.

2262 I.F. Akyildiz et al. / Computer Networks 52 (2008) 2260–2279
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1.2 Nano-Machine Architecture 

Nano-machines, based on their level of complexity, can have different architectural 

components. However, the most complete nano-machine can have the following 

components as further detailed in [2]:  

1) Control unit: In order to perform the intended task, this unit is responsible for 

controlling and coordinating other components of nano-machine. It may include a 

storage section for storing information in the nano-machine. 

2) Communication unit: By employing transmitters and receivers, this unit is used 

for communication. 

3) Reproduction unit: This unit can make each component of the nano-machine by 

using external sources and then assemble them to make a new nano-machine. 

4) Power unit: This unit provides the required energy for other components. It can 

obtain energy from external sources such as light or heat. 

5) Sensor and actuator: These units are interfaces between the nano-machine and the 

environment. Their tasks are to gather information about the environment (sensor) 

and enable the nano-machine to act properly (actuator). 

Despite the fact that such complex system cannot be built currently, by looking at 

biological systems we can find the similar complex nano-machine. For example, 

living cells are the biological structures that have all the units above and are able to 

perform tasks that a complex nano-machine is expected to perform. Here is the 
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mapping between a generic nano-machine and a living cell as discussed in detail in 

[2]:  

1- Control unit: The nucleus can be considered as a control unit as it has the ability 

to understand all the necessary instructions for an intended task. 

2- Communication: Gap junctions, hormonal and pheromonal receptors on the cell 

membrane can work as transmitters and receivers in a cell. 

3- Reproduction: Centrosomes and some molecular motors are involved in the 

reproduction process. 

4- Power: Mitochondrion generates most of the chemical substances, which are used 

as the required energy for cellular processes.  

5- Sensors and actuators: Various sensors and actuators exist in a cell. Transient 

Receptor Potential channels for taste and flagellum of the bacteria for locomotion are 

two examples. 

More details of these biological structures can be found in [2] [5] [6]. 

Fig. 2 from [2] illustrates the mapping between a robot nano-machine and a living 

cell. 
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Figure 2: Functional architecture mapping between nano-machines of a micro or 
nano-robot and nano-machines found in cells (reproduced from [2]) 

 

1.3 Nanonetworks 

Although nano-machines enable performing tasks at nano-scale, they have 

disadvantages too. Due to their size and simplicity, nano-machines are capable of 

performing only simple computation, sensing and actuation tasks. Hence, in order to 

benefit more from them, we can connect multiple nano-machines in a distributed 

way to build a nanonetwork that can execute more complex tasks [2]. 
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A nanonetwork expands the capabilities of nano-machines in terms of complexity 

and range of operation by allowing them to communicate with each other and share 

data.  

1.4 Applications Of Nanonetworks 

Nanonetworks can be used in many different applications in various areas such as 

biomedicine, environment, industry and military. 

- Biomedicine: The main usage of nanonetworks is in the biomedical field. Since 

nanonetworks, particularly those using molecular communication, are tiny and 

biocompatible, they are the best choice for using in intra-body applications where 

control of system at molecular level is needed. For example, a drug delivery system 

can transport drug molecules to desired locations [7] [8]. Nano-sensor networks can 

be used for health monitoring and diagnostic systems [9]. Tissue engineering also 

can be another possible application exploiting nanonetworks. In [5] other possible 

applications in biomedical field has been proposed. Lab-on-a-chip applications are 

useful for diagnosing disease in medical field. In these applications biological 

samples can be analyzed chemically on a very small chip. Molecular communication 

can transport molecules through different locations of the chip. 

- Industry: Nanonetworks can also be employed in industrial applications. They can 

help with developing new materials and controlling the quality of products. For 

instance, in food and water quality control, nanonetworks can be helpful. Nano-

sensors may detect very small bacteria and toxic materials that cannot be detected by 

traditional technologies [2]. Consumer goods also can benefit from nanonetworks. 

As an example, security helmets of motorcycles or race cars can be equipped with 
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nano-sensors that will affect rider security; or by embedding nanonetworks into 

vehicles or other machines, we may provide the automation services [10]. 

- Military: Military applications can take advantage of nanonetworks as well. Nano-

sensor and nano-actuator networks can be deployed over the battlefield to detect 

aggressive chemical and biological agents and to respond to them appropriately [11]. 

- Environment: In environmental applications, nanonetworks can be used for 

biodegradation or air pollution control [12] [13]. In the case of biodegradation, 

nanonetworks can sense and label materials that can be later located and processed 

by nano-actuators. 

1.5 Problem Statement 

In this thesis, different types of nanonetworks will first be introduced. Then, the 

importance of molecular communication based nanonetworks as a promising method 

for novel applications will be discussed. This work will consider diffusion-based 

molecular communication, which will be discussed in detail. Various components 

and steps of molecular communication will be summarized. Connectivity is a 

necessary requirement in a network if maximal cooperation among nodes is 

necessary in a given application. To this end, the nanonetwork will be modeled as a 

random graph and its connectivity properties will be assessed with respect to node 

density, number of molecules or particles released per node, and concentration 

threshold for detection at the nodes in two- and three-dimensional environments. The 

primary aim will be to evaluate the connectivity of the network by analyzing the 

connectivity of the graph. 
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The remainder of the thesis is organized as follows: Chapter 2 introduces molecular 

communication and its differences from telecommunication. The architecture and 

different components for this type of communication are explained. Chapter 3 

describes the graph model of the network, the method for analyzing the connectivity 

percentage of the network using the associated graph and parameters that affect 

connectivity. Chapter 4 shows the results of the simulation by considering different 

values for node density, number of released particles and detection threshold. 

Finally, Chapter 5 concludes the thesis and outlines future possible investigation 

related to this study.  
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Chapter 2 

2 MOLECULAR COMMUNICATION 

2.1 Molecular Communication Vs. Telecommunication 

Nanonetworks can be classified according to different methods of communication. 

The two main alternatives for communication in the nano-scale are based either on 

electromagnetic communication or on molecular communication [2] [14] [15] [16]. 

Since classical communication techniques such as electromagnetic communication 

have several drawbacks at the nano-scale, such as complexity and high power 

consumption, the use of molecular communication has received more attention of 

researchers in recent years. Molecular communication is a biocompatible alternative 

to traditional communication technologies at the nano scale. However, significant 

research has also been conducted for nano electromagnetic communication 

techniques [14]. 

Molecular communication is defined as the transmission and reception of 

information by means of molecules. In this work, the words “molecules” and          

“particles” will be used interchangeably. There are several differences between 

telecommunication and molecular communication. For instance, propagation of 

electromagnetic waves in space and movement of signals in cables enable 

communication in wireless and wired telecommunication respectively, which makes 

this type of communication very fast and reliable. On the other hand, in molecular 

communication, information transfer is by molecules in an aqueous system and since 
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the movement of molecules is slow and stochastic, molecular communication is slow 

and unreliable. The advantage of molecular communication is that molecules can 

transmit complex data, like a biological function, whereas in traditional 

communication this is not feasible. Molecular communication has also unique 

properties like energy efficiency and biocompatibility, which can be very effective in 

some specific applications. Another important thing to mention is that unlike 

conventional wireless devices, nano-scale machines are expected to produce energy 

by themselves instead of getting it from an outside source. Since it may be not 

practical for them to use an external power, they should provide a mechanism to 

prepare the sufficient energy to use in their tasks [2]. 

Both telecommunication and molecular communication are vulnerable to noise 

existing in the environment. While for traditional networks, noise is overlapping of 

an undesired signal with information-carrying signals; in molecular communication, 

there are two different sources for noise. First, as in telecommunication, noise can 

happen when two molecular signals overlap each other. For example, when two 

sources release identical messenger molecules, receiver will have problem in 

decoding information. Noise can also originate when an undesired reaction between 

information molecules and other molecules in the environment occurs and these 

reactions change the original message. Thermal energy and electromagnetic fields in 

the environment also interact with both information molecules and nano-machines 

and may cause randomness in communication.   

In 1948, Claude Shannon proposed a mathematical model for communication. The 

model, as illustrated in Fig. 3, assumes the following: Information source produces 

messages and transmitter sends them by converting them to electromagnetic signals. 
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While the signal is propagating in the channel to reach the designated receiver, it 

may be affected by noise in the channel. After reception of the signal, it is converted 

to the message. The communication is successful if the transmitted message and the 

received message are equal. 

 

Figure 3: Shannon model for communication 
 

Molecular communication can be described using this model too. While the purpose 

here is also to transfer a message from transmitter to receiver, the means of 

communication is different. Again, the information source produces the message, but 

the transmitter sends it by converting it to signal molecules instead of 

electromagnetic waves. This conversion can be done by using either the number or 

the type of molecules. Then, these molecules propagate through the channel that is 

an aqueous environment. The propagation can occur in two ways: active or passive. 

Following the Shannon model, in this type of communication also noise in the 

environment can damage the message, as explained earlier. Finally, after signal 

molecules hit the designated receiver, they will be converted to the original intended 

message if possible [17] [2] [15]. 

Column 5: Communication Model

Shannon’s Communication Model
Claude Shannon, the founder of information theory, published ‘‘A

Mathematical Theory of Communication’’ in 1948. As shown in Fig. 2.4 in
this column, the model consists of information source, transmitter, channel
containing the noise source, receiver and destination. This model assumes
that the information source produces a message which is converted by the
transmitter to the signal in the form that can propagate over the channel.
During propagation, the signal may be altered or lost being affected by the
noise. The signal is received by the receiver and a message is reconstructed
from the received signal at the destination.

Molecular Communication Model

Molecular communication may be understood based on the Shannon’s
communication model described above where the goal is to deliver a
message produced by the information source to the destination. In the first
phase of communication, a message (or information) needs to be coded
using signal molecules. One approach for coding is to represent infor-
mation based on the number of molecules. For example, 10 molecules
may be used to represent 10. Another approach is to represent information
based on types of molecules. In this case, different molecules are used to
convey different information, assuming that the receiver has receptors to
receive the molecules. Some other approaches include modifying a
molecular structure to represent information, or modulating a concentra-
tion change pattern similar to FM (Frequency Moderation) in radio
communication.

In the second phase of communication, information carrying molecules
propagate in the molecular communication environment, i.e., a communi-
cation channel. An approach to propagate molecules is passive propagation.
In this case, signal molecules randomly walk in the environment to reach the
receiver. Another approach is active propagation. In this case, chemical

Fig. 2.4 Shannon’s communication model

64 T. Nakano et al.
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Table 1 which is reproduced from [6] shows the comparison between traditional 

communications and molecular communication in terms of speed, range, etc. [2] [15] 

[18]. Whereas conventional communications such as electromagnetic waves and 

electrical signals have higher speed and range, biocompatibility of molecular 

communication makes it the best choice for use in certain medical applications. 

Table 1: Telecommunication and molecular communication (reproduced from [6]) 

 

2.2 Characteristics Of Molecular Communication 

Molecular communication consists of several biological components in an aqueous 

environment. For instance, biological nano-machines may act as sender and receiver 

or a molecule can act as an information carrier. So, there are some unique 

characteristics for this type of communication. The following review will be largely 

based on [5] [6]. 

Stochastic Communication: The movement of molecules is fundamentally stochastic 

due to the environmental noise. Communication components also may stochastically 

react to information molecules or degrade over time. These two facts cause 

molecular communication to be a stochastic communication. In order to overcome 

this issue, sender should release large number of molecules to increase the signal to 

noise ratio. So, if some molecules degrade during propagation, the communication 

communication therefore enables transmission of functional information,
allowing the recipient of communication to undergo biochemical reactions.

Also, current telecommunication is designed to transmit information
accurately and reliably by consuming electrical power. On the other hand,
molecular communication becomes fundamentally stochastic and unreliable
due to the noise effects in the molecular environment. However, molecular
communication presents unique features such as biocompatibility and energy
efficiency that may be explored to enable new Information Communication
Technology applications. Table 2.1 summarizes the features of molecular
communication and telecommunication.

Column 2: Potentials of Molecular Communication

A Communication Paradigm for Bio-nanomachines
In the current telecommunication paradigm, silicon based devices

communicate via electrical or optical signals. The recent engineering tech-
nology makes it possible to miniaturize as well as mass produce such
communication devices. In the area of sensor networks, tiny sensing devices,
called motes, are distributed to form a communication network. In molecular
communication, even smaller devices, called bio-nanomachines or simply
nanomachines, communicate. Nanomachines are nano-to-micro meter scale
devices capable of computing, sensing, actuating, and such nanomachines
can be synthesized using naturally existing biological machines and mech-
anisms by using bio-engineering technology.

Applications of Molecular Communication
Molecular communication is expected to impact a variety of technolog-

ical domains. First, molecular communication provides a direct method for
interfacing with biological systems, and thus applications to health and
environmental domains are anticipated. As an example, consider a body
network system where implant bionanomachines monitor health conditions.
The body sensor networks technology mainly embeds silicon devices in the

Table 2.1 Telecommunication and molecular communication
Telecommunication Molecular communication

Information
carrier

Electromagnetic waves, electrical/optical
signals

Chemical signals

Media Space, cables Aqueous
Speed Speed of light (3 9 108 m/s) Extremely slow (nm*lm/s)
Range Long distance (*km) Short distance (nm*m)
Information Texts, audio, videos Chemical reactions, states
Other features Reliable, high energy consumption Unreliable, biocompatible energy

efficient

52 T. Nakano et al.
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will not be impacted and non-information molecules (environmental noise) will not 

be able to trigger chemical reaction at receiver nano-machine [15]. 

Large Communication Delay: Environmental noise not only makes molecular 

communication stochastic, but also they cause large delays in propagation of 

molecules. The speed of propagation is very low in both active and passive transport 

(i.e., micrometers per second in an aqueous environment). Therefore, the time that 

molecules are released from sender and the time that they reach to receiver could 

vary by hours. One important point here is that since some molecules may remain in 

the environment for a long time, sender should wait until all the molecules from 

previous communication degrade before starting a new communication. In this way, 

it prevents old information molecules from interfering with the new one. 

Molecule Based Coding: In molecular communication, information can be encoded 

in different ways by molecules. For example, type of information molecules, three-

dimensional structure, chemical structure (e.g., protein), sequence information (e.g., 

DNA), or concentration (e.g., calcium concentration) may all be used for encoding 

information [19]. After encoding of information, molecules propagate and hit the 

receiver. Here, receiver chemically reacts to molecules. The amount of information 

encoded in the molecule depends on the decoding ability of the receiver.  

Biocompatibility: In molecular communication, coding, sending, propagating and 

receiving are all done by means of information molecules. This way of 

communicating is similar to what is done by biological systems, which enables nano-

machines to contact directly to biological systems and interact with them. Hence, this 
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considerable feature of molecular communication can make it valuable in medical 

applications in which nano-machines may be inserted into a biological system. 

Energy Efficiency: In comparison with other types of communication, molecular 

communication is very energy efficient. For instance, under some circumstances, a 

type of a molecular motor, myosin, converts chemical energy to mechanical work 

with 90% energy efficiency [6] [20] [21]. The environment must somehow provide 

the chemical energy. For example, harvesting energy (e.g., glucose) may occur in a 

human body [15] [22]. 

2.3 Propagation Models In Molecular Communication 

Molecular communication, based on propagation models, can be divided into 

different categories such as walkway-based, flow-based or diffusion-based 

communication. 

Walkway-based: In walkway-based molecular communication, special substances 

such as molecular motors are used to enable the propagation of the molecules on 

particular paths [23] [24]. 

Flow-based: In flow-based molecular communication, the movement and agitation 

of molecules are guided by a flowing fluidic medium such as blood or wind and is 

directed and predictable. Pheromonal communication uses this type of propagation 

[25]. 

Diffusion-based: In diffusion-based molecular communication, molecules diffuse 

spontaneously in a fluidic medium. Their movement and turbulence are under the 

laws of diffusion so they are completely random and unpredictable. Two well-known 



 15 

examples using diffusion-based propagation are calcium signaling [2] [23] [26] and 

quorum sensing among bacteria [27].  

2.4 Active Transport Vs. Passive Transport  

Molecular communication is a common way of communication between biological 

systems. Different types of molecule-based communication can be found within and 

between living cells. These types can be categorized based on how information 

molecules propagate through the environment. Do they simply diffuse in the medium 

or they consume energy to direct their propagation? The first approach that doesn’t 

need extra energy for propagation is called passive transport-based and the latter type 

is active transport-based molecular communication [6]. 

2.4.1 Passive Transport-Based Molecular Communication 

As mentioned above, in passive transport molecules propagate freely in the 

environment without using any power, using the laws of diffusion. In passive 

transport, molecules move in all possible directions. So, it is very likely that the time 

of propagation to the destination for each molecule varies from others, which can 

cause problems in decoding the information. Also, this type of propagation is very 

slow, as the time to reach a receiver increases with the square of the distance even in 

one-dimensional transport. In addition, a large number of molecules are needed for 

reaching to a distant receiver. For instance in a passive transport-based molecular 

communication that decoding is done by measuring the concentration of molecules at 

receiver, some molecules may wander around, getting lost and being destroyed on 

the way. So, to compensate, the sender should release a large number of molecules. 

Three examples of passive transport-based molecular communication in biological 

systems are: Gap junction mediated diffusion-based molecular communication, 
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reaction diffusion-based molecular communication and free diffusion-based 

molecular communication [6]. 

2.4.2 Active Transport-Based Molecular Communication 

Unlike passive-based molecular communication, in active mode, molecules 

propagate directly toward receiver. However to achieve this type of communication, 

an appropriate infrastructure should be implemented (microtubules, molecular 

motors, vesicles and filaments). Since molecules in active transport use chemical 

energy to move in the environment, it is a much faster communication mechanism, it 

can propagate signal molecules over long distances and because it is a directional 

communication, the probability of reaching to destination is higher. Thus, there is no 

necessity of sending large number of molecules whereas the required energy for 

overcoming chemical interactions between molecules should be supplied. Passive 

transport is not capable of transporting large molecules and vesicles properly because 

of their size; however, active transport has enough force to transport large molecules. 

Two examples of active transport-based molecular communication are molecular 

motor-based molecular communication [6] [28] [29] [30] and bacterial motor-based 

molecular communication [6] [31] [32]. 

2.5 Categorization Of Molecular Communication Based On 

Communication Range  

Molecular communication can be categorized into three categories based on their 

effective range of transmission: 
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Short-range communication: This includes ranges from nanometer to millimeter. In 

these ranges, techniques like molecular motors and calcium signaling have been 

proposed [2] [23] [26].  

Medium-range communication: This includes ranges from micrometer to millimeter. 

Flagellated bacteria and catalytic nano-motors are two techniques that have been 

suggested for this range of communication [24]. 

Long-range communication: This includes ranges from millimeter to meter. 

Pheromones are capable of transporting information for this range [2] [16].  

The details about this categorization have been discussed in [2] [15] [16] [33].  

To summarize the three different classifications of molecular communication, in 

diffusion-based molecular communication, since the movement of molecules is 

solely dependent on laws of diffusion (passive transport), molecules can propagate 

only short distances. So, it can be classified in short-range molecular 

communications. 

In walkway- and flow-based propagation, due to use of extra energy (active 

transport) and pre-defined paths, molecules can propagate to longer distances 

including medium- and long-ranges. 

2.6 General Representation Of Molecular Communication 

A molecular communication system consists of several components. Information 

molecules that carry information across the network, sender nano-machines that 

release information molecules, receiver nano-machines that detect information 
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molecules and the environment in which information molecules propagate from 

sender nano-machine to receiver nano-machine [2] [34] [6] [5].  

In methods that information molecules do not diffuse into the environment, there are 

also transport molecules, which have the responsibility of transporting information 

molecules in the environment [35] [5] [2] [16]. 

Since molecular communication is in an aqueous environment, it deals with 

significant amount of noise that must be taken into account when designing such 

systems. The source of this noise can be thermal energy, electrical fields, magnetic 

fields or other molecules and nano-machines that don’t participate in molecular 

communication, such as water molecules or molecules that prepare that necessary 

energy for nano-machines.  

The general procedure in diffusion-based molecular communication is the following: 

First, information is encoded into information molecules. Then sender releases the 

information molecules into the environment. These molecules diffuse through the 

environment from sender to receiver. Finally, receiver takes the information 

molecules and decodes them into a chemical reaction at the receiver nano-machine. 

The process can be divided into different steps as follows (see also Fig. 4): 

-­‐ Encoding 

-­‐ Sending  

-­‐ Propagating 

-­‐ Receiving  

-­‐ Decoding 
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Figure 4: Diffusion-based molecular communication with multiple transmitters and 
multiple receivers (reproduced from [36]) 

 

Encoding: Encoding is the process in which a sender nano-machine translates data 

into information molecules. This translation can be done by different methods.  

a) First method is to use different types of molecules for each bit of information. For 

example molecule type A may represent a 0 and molecule type B may represent a 1 

in a binary string of information.  

b) The other method is using the concentration/number of molecules as a criterion of 

recognizing different bits [37]. For example, if the number of released molecules by 

sender is above N molecules, then it is considered as 1, otherwise if it is less than N 

molecules it is considered as 0.  

nature in order to design communication systems at such level. In this direction
it is been explored the possibility of communicating at the nanometer scale using
molecular communication.

3.2.1 Molecular Communication

Molecular communication is a new communication paradigm that was firstly
introduced in [16]. It does not use electromagnetic waves but uses molecules to
transmit the information. Molecular communication is a new and interdisciplinary
field that spans nano, bio and communication technologies.

Figure 3.8: Molecular communication process.

Key components of this communication system are depicted in Figure 3.8 and
include a transmitter, a receiver, and a propagation system:

1. Encoding. The transmitter encodes information onto molecules (called in-
formation molecules).

2. Transmission. The transmitter inserts the message into the medium by re-
leasing the encoded information molecules to the environment or by attach-
ing them to molecular carriers.

3. Propagation. Information molecules propagate from the transmitter to the
receiver.

4. Reception. Information molecules are detected or unloaded from the carri-
ers at a receiver.

27
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Fig. 5 shows two different mentioned methods for encoding information. 

 

Figure 5: Coding techniques: (a) Concentration encoding; (b) Molecular encoding 
(reproduced from [36]) 

 

The amount of information encoded by the sender depends on the structure of 

receiver nano-machine [16] [38]. It means that the receiver should be capable of 

decoding the amount of information relating to the number of possible configurations 

[6]. These configurations, which are called after states, have been discussed 

comprehensively in [38]. They enable the receiver to choose one state amongst 

others. For example, according to [6], if a receiver nano-machine handles 2 

configurations, it can decode only 1 bit of information at a time or in order to decode 

2 bits of information simultaneously, receiver needs to be capable of handling 4 

configurations. In other words, if N= Number of bits that can be decoded in same 

time, then:  

Figure 3.12: Coding techniques: (a) Concentration encoding; (b) Molecular en-
coding. For simplicity, both are binary communication; (c) DNA-encoding.

• The propagation speed of signals used in traditional communication net-
works, such as electromagnetic or acoustic waves, is much faster than the
propagation of molecular messages. In nanonetworks, the information, i.e.,
the molecules, has to be physically transported from the transmitter to the re-
ceiver. In addition, molecules can be subject to random diffusion processes
and environmental conditions, such as wind or temperature changes, which
can affect the propagation of the molecular messages.

• In traditional communication networks, noise is described as an undesired
signal overlapped with the signals transporting the information. In nanonet-
works, according to the coding techniques, two different types of noise can
affect the messages. First, as occurs in traditional communication systems,
noise can be overlapped with molecular signals such as concentration level
of other molecules. At the same time, in nanonetworks, noise can also be
understood as an undesired reaction occurring between information molecu-
les and other molecules present in the environment, which can modify the
structure of the information molecules.

• Text, voice and video are usually transmitted over traditional communication
networks. By contrast, in nanonetworks the transmitted information is more
related to phenomena, chemical states and processes [8].

• In nanonetworks, most of the processes are chemically driven resulting in
low power consumption. In traditional communication networks the com-
munication processes consume electrical power that is obtained from batter-
ies or from external sources such as electromagnetic induction.

Most of the existing communication networks knowledge is not suitable for
nanonetworks due to their particular features. Nanonetworks require innovative
networking solutions according to the characteristics of the network components
and the molecular communication processes. There is still a lot of work to do

35
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The information should be transmitted between the transmitter and receiver through 

the propagation of certain molecules [39]. These molecules are called messenger 

molecules and they can be chosen from special type of molecular structures such as 

protein, peptide, DNA sequence, etc. [34] [15]. These molecules have to be a shield 

for information molecules and protect them during the transportation. They must also 

have some properties to be appropriate for this type of communication. They must be 

biocompatible and not toxic to components of molecular communication system. In 

addition their building blocks should be accessible in the environment so transmitter 

can build them easily during communication. 

Sending: Sending phase happens when sender nano-machine releases information 

molecules into the environment. It can either open a gate so molecules can diffuse 

away or by a chemical reaction it produce transport molecules [15]. Since nano-

machines are very small and low capacity devices, a sender nano-machine may 

handle limited number of information molecules and energy. So, there should be a 

mechanism that sender can supply chemical energy and molecules from 

environment.  

Also, as depicted in Fig. 6, in order to increase the number of emitting molecules 

resulting in having more reliable communication, multiple sender nano-machines can 

be used. If they release the same information molecules at the same time, the signal 

in the environment would be stronger and easier to detect by receivers [37].  
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Figure 6: Molecular multiple-access channel with two TNs simultaneously 
communicating with a single RN (reproduced from [40]) 

 

Besides, in this system, information, which is a sequence of symbols, is sent over 

time. To manage this transportation, time should be divided into different slots and 

each symbol can be sent in one time slot. This is similar to Time Division Multiple 

Access (TDMA) mechanism in conventional communication systems, except here, 

the information is molecules. These symbols can be multiple numbers of molecules 

if concentration-based technique is used for encoding information, or can be a 

specific type of molecule if different types of molecules are used to represent 

information [16]. In first case for example we have time slots T1, T2, T3, … and we 

want to transmit 101. The threshold for deciding whether the number of molecules is 

representing 0 or 1 has been defined earlier. We suppose that this threshold is 50. So 

if number of released particles exceeds 50 it represents 1 and if it is less than that it is 

interpreted as 0. Now all we need to do is to encode the information into particles 

and send them in 3 time slots as in Table 2: 

36 B. Atakan, O.B. Akan / Nano Communication Networks 1 (2010) 31–42

RN1 and RN2, i.e., y1(t, τ ) and y2(t, τ ), respectively, can be

given as

y1(t, τ ) = h1(t, τ )x + [h1(t, τ )x] 1

2 z and

y2(t, τ ) = h2(t, τ )x + [h2(t, τ )x] 1

2 z.
(17)

Using the binary expansion of x and z, the channel outputs

y1(t, τ ) and y2(t, τ ) can be expressed as

yj(t, τ ) = 2
log hj(t,τ )

∞�

i=1

x(i)2−i

+ 2
1

2
log hj(t,τ )x

∞�

i=1

z(i)2−i, for j = 1, 2. (18)

In order to give a deterministic model for molecular

broadcast channel, (18) can be simplified as

yj(t, τ ) ≈ 2
nj(t,τ )

nj(t,τ )−kj(t,τ )�

i=1

x(i)2−i

+ 2
kj(t,τ )
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i=1

[x(i + nj(t, τ ) − kj(t, τ )) + z(i)]2−i

for j = 1, 2, (19)

where
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= nj(t, τ ) and

�
1

2
log hj(t, τ )x

�
=

kj(t, τ ) for j = 1, 2. Based on the deterministic model

given in (19), the molecular communication rate between

TN and RNj in the time interval [t, t + τ ], i.e., Rj

b
(t, τ ) for

j = 1, 2, can be given as

R
j
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for j = 1, 2. (20)

Here, similar to the point-to-point molecular channel, by

averaging the molecular communication rates obtained

during T consecutive intervals of τ , average capacity

achieved by each RNj, i.e., Λj can be given as

Λj = 1

T

T−1�

i=0

R
j

b
(t0 + iτ , τ ) for j = 1, 2. (21)

Due to free diffusion of the emitted molecules in all direc-

tions, unicast and multicast routing among nanomachines

may not be feasible in molecular communication. There-

fore, the molecular broadcast channel is indispensable for

molecular nanonetworks to provide an efficient flooding-

based routing scheme among nanomachines. In fact, due

to the free diffusion of emitted molecules, each molecu-

lar transmission can ultimately reach all nanomachines in

the system. This imposes a high level ofmolecular interfer-

ence on the nanonetwork. Therefore, it is essential for an

efficient routing mechanism to choose a set of broadcaster

nanomachines to efficiently route molecular information

from a source to a destination nanomachine by imposing

the minimum level of molecular interference on the other

nanomachines.

Fig. 4. Molecular multiple-access channel with two TNs simultaneously

communicating with a single RN.

3.3. Molecular multiple-access channel

In the molecular multiple-access channel, multiple TNs

communicate with a single RN. Therefore, a single RN si-

multaneously receives multiple molecular transmissions

from all TNs. Here, we consider a molecular multiple-

access channel in which two TNs (TN1 and TN2) commu-

nicate with a single RN as shown in Fig. 4. The molecular

communication channel model given in (10) also has a

useful characteristic based on which molecular multiple-

access channel can also bemodeled using (10). This follows

the fact that the superposition of Poisson random variables

is also a Poisson random variable, the rate of which is the

sum of the rates of all Poisson random variables. Let us as-

sume that two TNs called TN1 and TN2 transmit to a sin-

gle RN in amolecularmultiple-access channel and each TNi

has the channel gain hi(t, τ ) and channel input xi for i =
1, 2. Let us also assume that xi has a lower and upper bound

given as x
i

l
and x

i

u
, respectively, for i = 1, 2. Hence, the

channel output y(t, τ ) of the molecular multiple-access

channel can be given as

y(t, τ ) = h1(t, τ )x1 + h2(t, τ )x2

+ [h1(t, τ )x1 + h2(t, τ )x2]
1

2 z, (22)

(22) clearly leads to a realistic channelmodel formolecular

multiple-access channel. Using the binary expansion of x1,

x2, and z, (22) can be also expressed as

y(t, τ ) = 2
log h1(t,τ )

∞�

i=1
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log[h1(t,τ )x1+h2(t,τ )x2]
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i=1
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Simplifying (23), the deterministic model of the molecular

multiple-access channel can be given as
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�
2

−i, (24)
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Table 2: Example for representation of string 101 in time slots by concentration-
based encoding 

Time Slot T1 T2 T3 

Number of released particles 60 20 70 

 

In second case where several types of molecules are used to represent information 

string, we can assume that we have 2 types of molecules: Type A for indicating a 1 

and Type B for indicating a 0. Now for sending the above string, 101, we have to do 

put our symbols in their time slots as in Table 3:  

Table 3: Example for representation of string 101 in time slots by using different 
types of molecules 

Time Slot T1 T2 T3 

Type of released molecule A B A 

 

Propagation: Propagation is when released molecules move through the 

environment to reach the desired destination. This movement can be passive like 

diffusion [41] or done by transport molecules [35]. In diffusion, signal molecules 

move randomly according to forces in the medium, so the size of the molecules and 

viscosity of environment can affect the speed of transmission. Since in this kind of 

propagation no extra energy is consumed, diffusion is a slow and stochastic 

transport. Unlike diffusion, in active method, transport molecules consume chemical 

energy to carry information molecules from sender to receiver. Hence the speed of 

transmission as well as the likelihood of molecules successfully getting to the desired 

destination increases. 
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Because of noise and special characteristics of the aqueous environment, molecules 

may be damaged or dissolve during the propagation [2] [42]. So an interface 

molecule may also be necessary to protect information molecules from existing noise 

in the environment. For instance, a vesicle-based molecule can be used as an 

interface for information molecules [35]. Placing information molecules in a vesicle-

based molecule provides a safe propagation through the environment.  

Another problem that may occur is that since each symbol is sent in a time slot it 

should be received in a specific time slot as well so it has a limited time to propagate 

and hit the receiver. Sometimes due to the characteristics of the environment and 

stochastic properties of diffusion-based communication, particles cannot propagate 

in a desired time and they may have delay reaching the destination. Those particles 

that do not hit destinations in a proper time can cause problems with the decoding 

process of next symbols. So, there should be a mechanism that prevents the 

interference of the decoding process of next symbols. In other words, a lifetime 

proportional to required time for propagating from sender to receiver should be 

defined for propagating particles. 

One solution for helping particles to enhance their propagation through the 

environment is to use relay nodes across the network [43]. Since the signal molecules 

attenuate over distance, these nodes, known as intermediate repeaters, can be placed 

between sender and receiver nano-machines to amplify the signal to reach to 

receiver. Fig. 7 shows the basic idea in which two repeater nano-machines (!!) are 

placed between the transmitter nano-machine (!!) and the receiver nano-machine 
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(!!). !! transmits a number of signal molecules, which are detected and amplified by 

the first !! and then second !! to reach !!.  

 

Figure 7: Repeaters for molecular communication networks (reproduced from [43]) 
 

Receiving/decoding: The final part of communication is receiving information 

molecules and decoding them to corresponding actions, which are done by receiver 

nano-machines. Capturing molecules can either be done by receptors located on the 

receiver nano-machine or by using special gates [2] [16], like in sender that let the 

information molecules enter receiver nano-machine. 

Receiver then decodes the information molecules to chemical reactions. Chemical 

reactions may include producing new molecules, performing a task or sending other 

information molecules. This phase, like encoding, can also use two methods for 

decoding the information.  

a) Concentration-based decoding, which decodes received particles by measuring 

their concentration and decide what symbol they represent. 
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b) Another approach is molecule-based decoding in which each molecule represent a 

specific symbol. It should be noted that in a molecular communication system, 

transmitter and receiver should use the same encoding/decoding technique; either 

both use concentration-based or both use molecule-based encoding. 

A common problem in concentration-based decoding is the effects of ISI (Inter 

Symbol Interference) [42]. ISI happens when some messenger molecules from 

previous time slot have delay and cannot reach the receiver in their intended time. 

These molecules may reach the receiver in the next time slot that can cause problem 

in decoding the signal of that time slot.  

2.7 Mathematics Of Diffusion 

In this thesis, diffusion-based molecular communication is considered. Therefore, a 

mathematical model of diffusion will be described. According to Fick’s laws of 

diffusion, particles move from regions of higher concentration to regions of lower 

concentration. Assume that the concentration of particles used in communication is 

much lower than that of the fluid medium. Fick’s first law describes the relationship 

between the flux and concentration. In the x-direction, we have:  

 !   !, ! =   −!  
!  !(!, !)
!  !  (2.1) 

 

where !   !, !  is the diffusion flux per unit area per unit time, ! is the diffusion 

coefficient in dimensions of [ !"#$%ℎ!  !!"#!! ], !(!, !)  is the concentration in 

dimensions of [amount of substance per unit volume], ! is the position and ! is the 

time. ! is proportional to the squared velocity of the diffusing particles, which 

depends on the temperature, viscosity of the fluid and the size of the particles. For 
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biological molecules the diffusion coefficients normally range from 10−11 to 10−10 

m2/s. 

 

Fick's second law predicts how diffusion causes the concentration to change with 

time:  

 !  !(!, !)
!  ! =   !  

!!  !(!, !)
!  !!  (2.2) 

 

The same relationships hold in both y- and z-directions as well. In general, one 

writes: 

 Φ   !,!, !, ! =   −!  ∇  !(!,!, !, !) (2.3) 

and 

 
!  !(!,!, !, !)

!  ! =   !  ∇  !!(!,!, !, !) (2.4) 

where 

∇  =    !  
!  !
, !  
!  !
, !  
!  !

  and  ∇!  =    !  !

!  !!
, !  

!
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!
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. 
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Chapter 3 

3 RANDOM GRAPH MODEL OF THE NETWORK 

The previous chapter mainly discussed molecular communication between a sender 

and a receiver. In particular, diffusion-based molecular communication is identified 

as a basic mechanism that can be used to connect two nano-machines. There is 

relatively less work on macroscopic properties of nodes as a network that uses the 

aforementioned communication mechanism [44]. A significant property, 

connectivity of diffusion-based nanonetworks, is analyzed in this chapter. 

Similarities to traditional wireless network settings will also be pointed out. 

3.1 Connectivity Of A Graph 

Connectivity is one of the basic and important concepts in graph theory [45]. It 

describes the whole situation of a graph, whether the elements of graph are 

connected to each other or not. In graph theory, a graph is defined by vertices and 

edges. In undirected graphs, two vertices are connected to each other if there is an 

edge between them. Otherwise, if there is not any edge between two vertices, there is 

no connection between corresponding vertices.  

Generally, a connected graph is the one in which there is at least one path between 

every vertex to other vertices and if in one graph there is a vertex that has no 

connection to other vertices, that graph is not connected.  
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Nodes and links in a communication network can be modeled as a graph. Assuming 

each node of network as a vertex and communication link between two nodes as an 

edge between vertices, one can create a corresponding graph of a network. These 

nodes can be any computational devices such as computers, sensors, transceivers or 

nano-machines. The connectivity of a graph illustrates the communication situation 

of the network. Questions such as “which nodes in the network are connected to each 

other?”, “which nodes are isolated” or “how many connected components are there 

in the network?” can be answered by analyzing the corresponding graph model. It is 

obvious that the connectivity of a graph is an important measure of its robustness as 

a network. 

Connectivity is a crucial factor in both traditional wireless and nano sensor networks. 

In these types of networks, multiple nodes are distributed through the desired 

environment. Each node has tasks of sensing, collecting and sending information to a 

server. The server then performs an action based on the received information. Now, 

if nodes are not completely connected to each other, in other words there is not 100% 

connectivity in the network, the information received by the server cannot represent 

the real situation of the network. Hence, the action by the server may not be 

appropriate for the network. Therefore, connectivity plays a crucial role not only in 

such networks but also in applications where maximal cooperation among nodes is 

necessary. 

3.2 Overview Of Simulation 

In this work, the connectivity properties of nano-networks that employ diffusion-

based molecular communication techniques in a binary channel are analyzed. To this 

end, a nanonetwork whose nodes are deployed randomly has been modeled as a 
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random graph [44] [46] and its connectivity properties with respect to node density, 

number of particles released per node, and concentration threshold for detection at 

the nodes in two-dimensional (2D) as well as three-dimensional (3D) environments 

have been assessed. The simulation is divided into 7 steps as illustrated in Fig. 8:  

1- Creating a desired 2D or 3D environment 

2- Generating random points in that environment, representing our nodes in network 

3- Calculation of the distance between each node and all other nodes 

4- Assigning values for number of released particles at sender and detection 

threshold at receiver 

5- Deciding which nodes are connected to each other and building corresponding 

graph 

6- Measuring connectivity based on different properties of sender and receiver 

7- Evaluating connectivity for different scenarios 

 

MATLAB in conjunction with the Bioinformatics Toolbox is used for 

implementation of the simulations and processing of results. 

Figure 8: The steps of the simulation 
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3.3 Environment  

This study considers both two-dimensional and three-dimensional regions. In order 

to compare results, a fixed area has been chosen in two dimensions and a fixed 

volume in three dimensions. 

3.4 Generating Point Locations 

Modeling networks as graphs can be very useful. To do so, nodes in a nanonetwork 

are modeled as points in an environment. In this study points are distributed in the 

environment completely randomly. For two-dimensional areas, the locations of N 

tiny nodes in a given area ! ⊂ !! are assumed to be described by a binomial point 

process !!  (!) [47]. The binomial point process is a spatial stochastic point process 

in which the occurrence of any point is equally likely in the region (see, for example, 

Fig. 9). To justify this, we assume that our points have been distributed completely 

randomly in the environment. Now if we suppose a sub-region B,  ! ⊂ !, and let 

!!   ! (!) specify the number of points of !!  (!) falling in a sub-region B where 

!!  (!)  (!)  = N, !!   ! (!)  has a binomial distribution with parameters N and            

P = |!| |!|, where |!| and |!| denote the areas of |!| and |!|, respectively. 

As a result, the probability that a point falls in a sub-region is directly proportional to 

the area of sub region. As the area B becomes bigger, the probability that a random 

point falls in it will be higher and by reducing the size, the probability also decreases. 
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Figure 9: Random points generated in a 2D environment 
 

3.5 Parameters 

Number of Particles (Q): In diffusion-based molecular communication, if sender A 

wants to send information to receiver B, it releases particles, which diffuse in the 

environment until they hit the receiver. The number of particles released by sender is 

an important factor for having connection between A and B. Since, some particles 

may get lost in the environment or doesn’t hit the receiver in appropriate time due to 

random walk in the environment, releasing higher number of particles can help 

having a robust connection. It must also be pointed out that in most systems the 

number of particles is limited. Also, if number of released particles becomes much 

more than necessary, it can result in noise for later communication, because some of 

them may remain in the environment and affect the next signals. Therefore, choosing 

an appropriate number of particles to release is essential to achieve high percentage 
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of connectivity in network when there is a limitation for the number of particles and 

interference constraints.  

Detection Threshold (T): At receiver side, receivers decode the received particles 

according to a pre-defined threshold value. For example by sensing 10 or more 

particles in 1  !"!, receiver assumes the sent information has been 1 and by sensing 

less than 10 in 1  !"!, it interprets received particles as 0. In this case the detection 

threshold is 10 particles per 1  !"!. Now, if the threshold value changes to 20 

particles per 1  !"!, higher number of received particles is needed for receiver to 

decode 1. Setting this value to higher numbers can help receiver to neutralize the 

effects of noise in the environment, while it may result in not decoding the 

information properly since desired number of particles may not be able to hit the 

receiver in right time. Therefore, detection threshold value also needs to be chosen 

wisely as it has a significant effect on connectivity. 

In this study, various scenarios have been tested and evaluated for different values of 

detection threshold, different numbers of released particles and multiple numbers of 

nodes. 

3.6 Building The Graph Model 

By solving Fick’s laws of diffusion, discussed in previous chapter, the propagation of 

particles can be modeled analytically. If it is assumed that each node releases Q 

information-carrying particles for an infinitesimal amount of time at time t = 0, this 

process is often referred to as an instantaneous or a “puff” emission. The particles 

move by free diffusion and in two-dimensional area their concentration as a function 
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of distance r from the source of emission and the number of emitted particles Q at 

time t > 0 is the solution to Fick’s second law in Eq. (2.2) and is given by: 

 ! !, ! =
!

4!"# !
!!!
!!"  (3.1) 

 

where ! is the diffusion coefficient. It is assumed that the particles are labeled so 

that their origin can be identified; these labels may be considered as source addresses 

associated with the nodes. Labels are short molecular chains that are added to 

particles through bio-molecular engineering techniques. For instance sender i uses 

label i in its particles and sender j uses label j. When they both release their particles, 

these particles diffuse in the environment until they hit their receivers. In this case 

receivers can distinguish between different received particles. 

A node i can communicate with node j at a distance r away if the concentration of 

particles with labels i received by node j exceeds a pre-specified concentration 

threshold T. In a 2D environment, the maximum concentration level is reached at 

node j at time ! = !!

!!
 and is given by: 

 !!"# =
!

!"!! (3.2) 

 

Since all nodes emit Q particles, we can say that nodes i and j, which are separated 

by a distance r, are connected if !!"#  > T; i.e., in this work, the links are 

bidirectional. In other words, if there is a connection from i to j, there should be a 
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connection from j to i. In this model, there is an edge between the source node and 

the destination node if they can communicate [44]. 

After nodes are distributed in the network, the maximum concentration at destination 

nodes from any other nodes is calculated and if the result is above the pre-defined 

threshold value, an edge between those two nodes will be created. It should be noted 

that in this study all nodes are both transmitter and receivers. In other words it could 

be the case that while a node is transmitting particles to some other nodes, its 

receptors may receive other particles from environment. So, if there are N nodes in 

the network, in a corresponding graph, each node can have 0 up to n-1 edges to other 

nodes. Each edge between two nodes is interpreted as a communication path between 

them. Thus, a network is connected if a communication path can be established 

between any two nodes. 

The formulas stated earlier are for two-dimensional environments. However, for 

three-dimensional environments, all the procedures of generating random points as 

nodes and measuring distance between them are similar to 2D except that the 

concentration follows a different formula. In 3D, the concentration as a function of 

distance r from the source of emission and the number of emitted particles Q at time   

t > 0 from Fick’s second law in Eq. (2.2) is given by: 

 ! !, ! =   
!

(4!"#)
!
!
  !!

!!
!!" (3.3) 

Similar to the 2D scenario, node i can communicate with node j at a distance r away 

if the concentration of particles with labels i received by node j exceeds a              
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pre-specified concentration threshold T. In a 3D environment, the maximum 

concentration level is reached at node j at time ! = !!

!!
 and is given by: 

 !!"# =    (
3
2!")

!
!   
!
!! (3.4) 

 

After the concentration threshold for each node from all other nodes has been 

calculated, by comparing this value and pre-defined threshold, the communication 

paths will be created and the resulting graph shows the connectivity situation of the 

network. 

Diffusion-based molecular communication has a lot of similarities with traditional 

wireless communications. Well-studied connectivity analyses in the context of 

wireless communication are also applicable in molecular communication with 

appropriate interpretations. In wireless communications, transmitted signals are 

subject to a power law attenuation function ℓ !  where r is the distance from the 

signal transmitter. In free space, for r larger than the reference distance for antenna 

far field, ℓ ! ~1/!!. Therefore, in particular, free diffusion in 2D is analogous to 

free space wireless propagation as can be observed from Eq. (3.2): It can be seen that 

in 2D molecular communication, the maximum concentration value (analogous to 

signal power) that is used for signal detection is inversely proportional to r2 as well. 

In 3D settings, the maximum concentration value is inversely proportional to r3. This 

case may correspond to environments with higher path loss exponents. It will be 

shown in Chapter 4 that it is much harder to achieve connectivity in 3D than in 2D 

using the same number of particles. 
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3.7 Measuring Connectivity 

Connectivity of the network is evaluated by analyzing the connectivity of the graph. 

To find connected components of the graph, depth-first search (DFS) algorithm has 

been used. This algorithm selects a node as the root and explores as far as possible 

along each branch before backtracking. In order to measure the connectivity 

percentage of a graph, first the largest connected component of that graph should be 

found. A graph may consist of several components. The largest one is the one in 

which higher number of nodes are connected to each other. After comparing number 

of nodes in each component, the largest component will be selected. Then the 

number of involved nodes will be calculated and by dividing that number by the total 

number of nodes in the network, the connectivity percentage of the graph will be 

obtained. The network is θ-connected if the fraction of nodes in the largest connected 

component of the network is θ. 

 ! = %  !"##$!%&'&%( =   
!"#$%&  !"  !"#$%  !"  !"#$%&'  !"#$"%&%'
!"!#$  !"#$%&  !"  !"#$%  !"  !"#$%&'

  ×  100  % (3.5) 

 

As an example, Fig. 10 shows a graph with 50 nodes that are randomly placed in an 

area and multiple components. The largest component has been indicated in the 

figure to evaluate the connectivity percentage of the graph. The number of nodes in 

the largest component, which is 9, should be divided by 50, the total number of 

nodes, which results in 18% of connectivity. 

! = %  !"##$!%&'&%( =   
9
50   ×  100  % = 18% 
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Figure 10: An example graph and its largest connected component 
 

 
 
 
 
 

  
  

The largest component 
t 
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Chapter 4 

4 RESULTS 

With certain number of released particles and detection threshold, the decision will 

be made that whether a path should be created between two nodes or not. This 

measurement has been done with many different numbers of particles and detection 

thresholds by running simulations. For each pair of values, a graph has been built, 

edges have been created and the corresponding connectivity has been measured. 

In preliminary investigations, by fixing the detection threshold and increasing the 

number of particles related connectivity was measured. This assessment was done 

with different fixed detection thresholds and increasing number of particles. After 

several scenarios, the following observation made: The connectivity was the same 

when values of number of particles (Q) and detection threshold (T) were different but 

the ratio of Q/T was the same. In other words, no matter how many particles the 

sender released and to which value the detection threshold was set, as long as their 

ratio remained the same, the network had the same connectivity percentage. As an 

example with Q=100 particles and T=1 particle per 1  !"!, the resulting connectivity 

in the network was the same as Q=1000 and T=10 as the Q/T ratio was 100 in both 

cases. 

Likewise, investigations were carried out with different fixed number of particles and 

decreasing detection threshold (since reducing the detection threshold results in 
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higher chance of connection). Again various scenarios were tested and it was 

realized that with different number of released particles (Q) and detection threshold 

(T), but with the same T/Q ratio, the same connectivity percentage would be 

achieved. For instance by having Q=10 particles and T=1/100 particle per 1  !"!, the 

same connectivity percentage would be found for the network as with Q=100 

particles and T=1/10 particle per 1  !"! . Results can be classified in different 

categories as follows:  

1- Percent connectivity as a function of Q/T, or the ratio of the number of 

particles released to the detection threshold  

(Q variable, T=100 particles/  !"! for 2D and T=100 particles/  !"! for 3D) 

2- Percent connectivity as a function of T/Q, or the ratio of the detection 

threshold to the number of particles released (T variable, Q=10,000 particles) 

3- Q/T, or the ratio of the number of particles released to the detection threshold 

versus the number of nodes required to achieve 95% connectivity  

(Q variable, T=100 particles/  !"! for 2D and T=100 particles/  !"! for 3D) 

4- T/Q, or the ratio of the detection threshold to the number of particles released 

versus the number of nodes required to achieve 95% connectivity  

(T variable, Q=10,000 particles) 

5- Q/T, or the ratio of the number of particles released to the detection threshold 

versus the number of nodes required to achieve 100% or full connectivity    

(Q variable, T=100 particles/  !!! for 2D and T=100 particles/  !"! for 3D) 

6- T/Q, or the ratio of the detection threshold to the number of particles released 

versus the number of nodes required to achieve 100% or full connectivity    

(T variable, Q=10,000 particles) 
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All simulations have been tested in both two and three-dimensional environments. 

By fixing the size of the environment, comparison between results could be done. 

For two-dimensional areas 100µm × 100µm area and for three-dimensional volume 

100µm × 100µm × 100µm volumes were employed. 

4.1 Percent Connectivity As A Function Of Q/T  

In this simulation the connectivity of network has been demonstrated as a function of 

Q/T. Here, N represents the number of nodes in the environment. Different cases 

shown correspond to N=100,200,300,400, and 500. First, the two-dimensional area 

case is considered. As the Fig. 11 shows, with Q/T= 100 !!! the connectivity in the 

network is below 5%. This is true for N=100 to 500. As the Q/T increases, higher 

connectivity can be achieved. It is obvious that with certain ratio, increasing the 

number of nodes equals to higher connectivity in the network. This is because if 

number of nodes increases in a fixed size environment, the distance between them 

will be less. Thus it is easier for particles to reach their desired destination. In other 

words the probability of hitting receiver is higher so the connectivity between nodes 

also would be higher. 

Moreover the connectivity percentage is higher in higher number of nodes; as there 

is a sudden jump at Q/T=200 !!! for N=500 and at about Q/T=300 for N=400 and 

300. This phase transition is a prevalent behavior in graphs and is consistent with the 

percolation theory [46]. By having Q/T= 350 for 400 and 500 nodes and Q/T=550 for 

300 nodes we can have a fully connected network in the predefined area; while with 

100 and 200, Q/T ratio must be above 1000. 
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Figure 11: Percent connectivity as a function of Q/T in 2D environment 
 

In three-dimensional regions, the results are roughly similar but since the 

environment is larger and has more degrees of freedom, higher Q/T is needed in the 

network. Hence, according to Fig. 12, for example with 500 nodes, Q/T have to be 

about 60000 !!! to have a fully connected network. In other words, for fixed T, one 

needs higher Q to achieve the same percent connectivity in 3D. In 3D environments, 

phase transition behavior can correspondingly be observed. 
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Figure 12: Percent connectivity as a function of Q/T in 3D environment 
 

4.2 Percent Connectivity As A Function Of T/Q 

In this case the connectivity of network has been demonstrated as a function of T/Q. 

Again, different cases are shown correspond to 100,200,300,400 and 500 nodes. As 

it can be observed from Fig. 13, the connectivity percentage is inversely related to 

the T/Q ratio. In other words, by reducing the detection threshold over number of 

emitted particles proportion higher percent connectivity can be attained. For example 

when T/Q= 0.01 !!!!, connectivity is less than 5% while we have a connected 

graph with 0.003, 0.002, 0.0015, 0.001 and 0.0005 !!!! for 500, 400, 300, 200 and 

100 nodes respectively. Here again with definite value for T/Q and by increasing 

number of nodes, the distance between them decreases and hitting probability rises. 

Phase transition also can be seen in both figures in 2D and 3D environments. 
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Figure 13: Percent connectivity as a function of T/Q in 2D environment 
 

According to Fig. 14, the results for three-dimensional environment are quite similar 

to 2D. The difference is the value of T/Q ratio that achieves high connectivity. For 

fixed Q, one needs lower T to achieve the same percent connectivity in 3D. 
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Figure 14: Percent connectivity as a function of T/Q in 3D environment 
 

4.3 Q/T Versus The Number Of Nodes Required To Achieve 95% 

Connectivity 

Next, the number of particles that must be released per node and the detection 

threshold that must be employed to achieve 95% connectivity has been analyzed. 

This has been done by both measuring Q/T and T/Q. 

Since 100% is a strict requirement, in most applications, 95% connectivity may be 

acceptable. So, in this simulation the Q/T has been increased until achieving 95% 

connectivity and the corresponding ratio has been illustrated in Fig. 15. This has 

been done with different number of nodes ranging between 100 and 1000. 
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The ratios reported are calculated based on 10 simulation runs. The standard error 

bars are also shown in the figures. These results indicate that, for 95% connectivity, 

Q/T decreases nonlinearly with the number of nodes. In two dimensions, with 100 

nodes, the proportion of number of emitted particles over detection threshold 

required for 95% connectivity is 1400 !!! approximately. By increasing the number 

of nodes in environment, it falls to less than 200 !!!. 

 

Figure 15: Q/T versus the number of nodes required to achieve 95% connectivity in 
2D environment 

 

The non-linear behavior in the three-dimensional environment is similar. As it is 

shown in Fig. 16, Q/T required decreases non-linearly from about 2,250,000 !!! 

with 100 nodes to approximately 30,000 !!! with 1000 nodes. In 3D, however, Q/T 
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required to achieve 95% connectivity with a given number of nodes and with fixed T, 

is larger. 

 

Figure 16: Q/T versus the number of nodes required to achieve 95% connectivity in 
3D environment 

 

4.4 T/Q Versus The Number Of Nodes Required To Achieve 95% 

Connectivity 

The ratio of the proportion of detection threshold to the number of particles for 

having 95% connectivity has been evaluated again for different number of nodes 

ranging from 100 to 1000. As it was expected by increasing number of nodes, the 

T/Q ratio required also increases. This is because when there are more nodes in the 

area, the chance of hitting receiver is higher for particles so receivers even by greater 

detection thresholds can provide the connection between themselves and senders. 
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Though it is true that with smaller threshold values they can also have connectivity, 

the purpose here was to find the greatest possible detection threshold because the 

higher detection threshold results in reducing the effect of noise. The ratios are 

calculated based on 10 simulation runs. The standard error bars are also shown in the 

figures. As it can be seen from the Fig. 17, the behavior, unlike the previous case is 

almost linear, growing from 0.0005 !!! with 100 nodes to 0.006 !!! with 1000 

nodes.  

 

Figure 17: T/Q versus the number of nodes required to achieve 95% connectivity in 
2D environment 

 

In the three-dimensional environment, the overall results are similar as show in     

Fig. 18. However, the ratio T/Q for achieving 95% connectivity with a given number 

of nodes and a fixed Q must be smaller. 
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Figure 18: T/Q versus the number of nodes required to achieve 95% connectivity in 
3D environment 

 
 
 
 4.5 Q/T Versus The Number Of Nodes Required To Achieve 100% 

Connectivity 

The ratio Q/T required for having a fully connected network is also evaluated. As it 

can be easily observed from the Fig. 19, the ratio is higher compared with 95% 

connectivity. For 5% improvement in connectivity, the required number should 

approximately be doubled. These results and their corresponding error bars are also 

achieved with 10 simulation runs.  
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Figure 19: Q/T versus the number of nodes required to achieve 100% connectivity in 
2D environment 

 

Fig. 20 shows the same evaluation for three-dimensional environment. In 3D also for 

achieving 5% improvement in connectivity the required Q/T value should 

approximately be multiplied by a factor of 2.5. 
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Figure 20: Q/T versus the number of nodes required to achieve 100% connectivity in 
3D environment 

 

4.6 T/Q Versus The Number Of Nodes Required To Achieve 100% 

Connectivity 

The ratio T/Q needed for having a fully connected network is also analyzed in      

Fig. 21. Slight deviations from linearity may be due to insufficient number of runs 

for a 100% connected network, which is a strict condition in a finite region. 

However, the qualitative behavior of the graph was consistent with the expectations. 
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Figure 21: T/Q versus the number of nodes required to achieve 100% connectivity in 
2D environment 
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The last figure, Fig. 22, belongs to the simulation for 3D environments. 

 

Figure 22: T/Q versus the number of nodes required to achieve 100% connectivity in 
3D environment 
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Chapter 5 

5 CONCLUSION 

In this thesis, first, molecular communication as a biocompatible alternative to 

electromagnetic communication in nanonetworks has been introduced and its 

architecture and components have been explained. Then, results to assess the 

macroscopic behavior of nanonetworks, namely connectivity, have been presented 

for various scenarios. By generating random nodes in the environment by simulation, 

the percent connectivity as a function of various Q/T (number of released particles 

over detection threshold) and T/Q (detection threshold over number of released 

particles) values were evaluated. The results show that either by increasing Q/T or 

decreasing T/Q ratios, higher percent connectivity can be achieved. Then, with 

different number of nodes in the network, the required value of above ratios for 

having 95% and 100% connectivity were evaluated. The results illustrate that with 

higher number of nodes in the network, less Q/T is required for having 95% or 100% 

connectivity. In other words, by a fixed detection threshold value, fewer number of 

released particles is needed with higher number of nodes. Conversely, with higher 

T/Q, 95% or 100% connectivity can be achieved if the number of nodes in the 

network increases. In other words, with higher number of nodes in the network and 

fixed number of released particles, connected network can be achieved with a larger 

detection threshold value. In addition, for 5% improvement from 95% to 100% 

connectivity, the required ratios for Q/T and T/Q should be approximately doubled 

and halved respectively, which shows that 100% connectivity is a strict condition. 
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The main contribution of the thesis is to study diffusion-based molecular 

communication nanonetwork from macroscopic point of view, connectivity, and 

different factors affecting it. This study is expected to provide guidelines when 

designing nano-sensor networks in which connectivity is crucial. 

Future work will involve further identification of differences between connectivity 

properties of traditional wireless ad hoc networks and nanonetworks as well as 

applying methods, such as using relay nodes, to improve the connectivity behavior of 

nanonetworks. 
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Appendix A: Source Codes For Simulations 

 
Connectivity_vs number of released particles in 2D 
 
 
function [par_arr,prc_arr] = calc_conn_par( n,trs,par ) 
  
%This function calculates the connectivity percentage for  
%different number of emitted particles in 2D environment 
 
par_arr=[] ; 
prc_arr=[] ; 
  
x=unifrnd(0,100,n,1) ;   %generates random points in 100x100 area 
y=unifrnd(0,100,n,1) ;  
Rnd=[x y] ; 
[d]=pdist(Rnd) ;         %measures the distance between nodes 
sq=squareform(d) ; 
     
  
adj=zeros(n) ; 
p=par ; 
     
  
    while par<10*p   %this loop increases number of emitted 
particles 
                     % and finds the corresponding connectivity 
          k=par/(pi*exp(1)) ;  
     
          for ii=1:n       %constructs adjacent matrix for specific  
              for jj=1:n   %number of emitted particles    
             
                  if (k/(sq(ii,jj).^2)>=trs && ii~=jj); 
                      adj(ii,jj)=1 ; 
                  else 
                      adj(ii,jj)=0 ; 
                
                  end 
              end 
          end 
     
          spa=sparse(adj); 
     
          [NUM,COM]=graphconncomp(spa) ; 
     
     
          unv = unique(COM);      % finds max no of connected nodes 
          rep = histc(COM,unv); 
          Mx= max(rep) ; 
          prc=(Mx/n)*100  ;      %finds connectivity percentage 
        
          par_arr=[par_arr;par] ; 
          prc_arr=[prc_arr;prc] ; 
     
    par=par+(p/10) ;   %increases number of particles by 10% 
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    end 
  
end 
  
 
 
% Percent connectivity as a function of number of released particles 
% Different curves for different number of nodes 
  
clear all  
set(0, 'defaultaxesfontsize', 14); 
set(0, 'defaultlinelinewidth', 2); 
  
Q=10000; 
T=100; 
[x100,y100]=calc_conn_par(100,T,Q) ; 
[x200,y200]=calc_conn_par(200,T,Q) ; 
[x300,y300]=calc_conn_par(300,T,Q) ; 
[x400,y400]=calc_conn_par(400,T,Q) ; 
[x500,y500]=calc_conn_par(500,T,Q) ; 
  
plot(x100/T,y100,'-r',x200/T,y200,'--
g',x300/T,y300,':b',x400/T,y400,'-.k',x500/T,y500,'.-m') 
legend('N=100','N=200','N=300','N=400','N=500','Location', 
'Northwest') 
xlabel('Q/T [\mum^{2}]') ; 
ylabel('% Connectivity') ; 
set(gca,'XTick',0:100:1000); 
set(gca,'YTick',0:10:100); 
grid on ; 
 
 
 
 
 
 
Connectivity_vs number of released particles in 3D 
 
 
function [par_arr,prc_arr] = calc_conn_par_3d( n,trs,par ) 
  
%This function calculates the connectivity percentage for  
%different number of emitted particles 
par_arr=[] ; 
prc_arr=[] ; 
  
x=unifrnd(0,100,n,1) ;   %generates random points in 100x100 area 
y=unifrnd(0,100,n,1) ; 
z=unifrnd(0,100,n,1) ; 
Rnd=[x y z] ; 
[d]=pdist(Rnd) ;         %measures the distance between nodes 
sq=squareform(d) ; 
adj=zeros(n) ; 
p=par ; 
     
  
    while par<10*p   %this loop increases number of emitted   
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                     % and finds the corresponding connectivity 
           
          k=(3*par)/(2*pi*exp(1)).^1.5 ;  
     
          for ii=1:n       %constructs adjacent matrix for specific  
              for jj=1:n   %number of emitted particles    
             
                  if (k/(sq(ii,jj).^3)>=trs && ii~=jj); 
                      adj(ii,jj)=1 ; 
                  else 
                      adj(ii,jj)=0 ; 
                
                  end 
              end 
          end 
     
          spa=sparse(adj); 
     
          [NUM,COM]=graphconncomp(spa) ; 
     
     
          unv = unique(COM);      % finds max no of connected nodes 
          rep = histc(COM,unv); 
          Mx= max(rep) ; 
          prc=(Mx/n)*100  ;      %finds connectivity percentage 
        
          par_arr=[par_arr;par] ; 
          prc_arr=[prc_arr;prc] ; 
     
     
     
     
    par=par+(p/10) ;   %increases number of particles by 10% 
  
    end 
  
end 
  
 
 
% Percent connectivity as a function of number of released particles 
% Different curves for different number of nodes 
  
clc 
clear all  
set(0, 'defaultaxesfontsize', 14); 
set(0, 'defaultlinelinewidth', 2); 
  
Q=1000000; 
T=100; 
  
[x100,y100]=calc_conn_par_3d(100,T,Q) ; 
[x200,y200]=calc_conn_par_3d(200,T,Q) ; 
[x300,y300]=calc_conn_par_3d(300,T,Q) ; 
[x400,y400]=calc_conn_par_3d(400,T,Q) ; 
[x500,y500]=calc_conn_par_3d(500,T,Q) ; 
  
figure 
plot(x100/T,y100,'-r',x200/T,y200,'--
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g',x300/T,y300,':b',x400/T,y400,'-.k',x500/T,y500,'.-m') 
hold on ; 
  
legend('N=100','N=200','N=300','N=400','N=500','Location', 
'Northwest') 
  
xlabel('Q/T [\mum^{3}]') ; 
ylabel('% Connectivity') ; 
set(gca,'YTick',0:10:100); 
grid on ; 
 
 
 
 
 
Connectivity_vs detection threshold in 2D 
 
 
function [ trs_arr,prc_arr ] = calc_conn_trs( n,trs,par ) 
%This function calculates the connectivity percentage for different  
%concentration thresholds 
  
trs_arr=[] ; 
prc_arr=[] ; 
  
x=unifrnd(0,100,n,1) ;   %generates random points in 100x100 area 
y=unifrnd(0,100,n,1) ;  
Rnd=[x y] ; 
[d]=pdist(Rnd) ;         %measures the distance between nodes 
sq=squareform(d) ; 
     
adj=zeros(n) ; 
k=par/(pi*exp(1)) ;  
  
  
  while trs>0      %this loop decreases the concentration threshold 
                   %and finds the corresponding connectivity  
    for ii=1:n          
                       %constructs the adjacent matrix for specific 
        for jj=1:n     %concentration threshold 
             
            if (k/(sq(ii,jj).^2)>=trs && ii~=jj); 
               adj(ii,jj)=1 ; 
            else 
               adj(ii,jj)=0 ; 
            end 
        end 
         
    end 
     
    spa=sparse(adj); 
     
    [NUM,COM]=graphconncomp(spa) ; 
     
     
    unv = unique(COM);       
    rep = histc(COM,unv); 
    Mx= max(rep) ;         %finds max number of connected nodes 
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    prc=(Mx/n)*100 ;       %finds the connectivity percentage 
     
     
    trs_arr=[trs_arr;trs] ; 
    prc_arr=[prc_arr;prc] ; 
        
                     
     
    trs=trs-1 ;      %decreases 1 unit from concentration threshold 
     
     
  end 
   
   
end 
  
 
 
% Percent connectivity as a function of threshold 
% Different curves for different number of nodes 
  
clear all  
set(0, 'defaultaxesfontsize', 14); 
set(0, 'defaultlinelinewidth', 2); 
  
Q=10000; 
T=100; 
[x100,y100]=calc_conn_trs(100,T,Q) ; 
[x200,y200]=calc_conn_trs(200,T,Q) ; 
[x300,y300]=calc_conn_trs(300,T,Q) ; 
[x400,y400]=calc_conn_trs(400,T,Q) ; 
[x500,y500]=calc_conn_trs(500,T,Q) ; 
  
plot(x100/Q*1000,y100,'-r',x200/Q*1000,y200,'--
g',x300/Q*1000,y300,':b',x400/Q*1000,y400,'-.k',x500/Q*1000,y500,'.-
m') 
legend('N=100','N=200','N=300','N=400','N=500') 
xlabel('T/Q (x10^3) [\mum^{-2}]') ; 
ylabel('% Connectivity') ; 
set(gca,'XTick',0:1:10); 
set(gca,'YTick',0:10:100); 
grid on ; 
  
 
 
 
Connectivity_vs detection threshold in 3D 
 
function [ trs_arr,prc_arr ] = calc_conn_trs_3d( n,trs,par ) 
%This function calculates the connectivity percentage for different  
%concentration thresholds 
  
trs_arr=[] ; 
prc_arr=[] ; 
  
x=unifrnd(0,100,n,1) ;   %generates random points in 100x100 area 
y=unifrnd(0,100,n,1) ; 
z=unifrnd(0,100,n,1) ; 
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Rnd=[x y z] ; 
[d]=pdist(Rnd) ;         %measures the distance between nodes 
sq=squareform(d) ; 
     
adj=zeros(n) ; 
k=(3*par)/(2*pi*exp(1)).^1.5 ; 
  
  while trs>0      %this loop decreases the concentration threshold 
                   %and finds the corresponding connectivity  
    for ii=1:n          
                       %constructs the adjacent matrix for specific 
        for jj=1:n     %concentration threshold 
             
            if (k/(sq(ii,jj).^3)>=trs && ii~=jj); 
               adj(ii,jj)=1 ; 
            else 
               adj(ii,jj)=0 ; 
            end 
        end 
         
    end 
     
    spa=sparse(adj); 
     
    [NUM,COM]=graphconncomp(spa) ; 
     
     
    unv = unique(COM);       
    rep = histc(COM,unv); 
    Mx= max(rep) ;         %finds max number of connected nodes 
    prc=(Mx/n)*100 ;       %finds the connectivity percentage 
     
     
    trs_arr=[trs_arr;trs] ; 
    prc_arr=[prc_arr;prc] ; 
        
                     
     
    trs=trs-1 ;      %decreases 1 unit from concentration threshold 
     
     
  end 
   
   
end 
  
 
 
% Percent connectivity as a function of threshold 
% Different curves for different number of nodes 
  
clc 
clear all  
set(0, 'defaultaxesfontsize', 14); 
set(0, 'defaultlinelinewidth', 2); 
  
Q=1000000;   
T=100; 
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[x100,y100]=calc_conn_trs_3d(100,T,Q) ; 
[x200,y200]=calc_conn_trs_3d(200,T,Q) ; 
[x300,y300]=calc_conn_trs_3d(300,T,Q) ; 
[x400,y400]=calc_conn_trs_3d(400,T,Q) ; 
[x500,y500]=calc_conn_trs_3d(500,T,Q) ; 
  
figure 
plot(x100/Q*1000,y100,'-r',x200/Q*1000,y200,'--
g',x300/Q*1000,y300,':b',x400/Q*1000,y400,'-.k',x500/Q*1000,y500,'.-
m') 
hold on ; 
  
legend('N=100','N=200','N=300','N=400','N=500') 
  
xlabel('T/Q [\mum^{-3}]') ; 
ylabel('% Connectivity') ; 
set(gca,'YTick',0:10:100); 
grid on ; 
  
 
 
 
Number of nodes vs number of emitted particles for 95% connectivity in 2D 
 
 
function [par_arr,nod_arr,err_arr] = 
calc_node_par(first,last,rpt,trs) 
%This function calculates number of nodes vs number of emitted 
%particles in which there is more than 95% of connectivity  
%with a given concentration threshold and number of repetition 
  
par_arr=[] ; 
nod_arr=[] ; 
err_arr=[] ; 
  
incr=100 ; 
  
total=((last-first)/incr)+1 ; 
  
R=zeros(rpt,total) ; 
count=0 ; 
  
  
for n=first:incr:last    
     
      count=count+1 ; 
       
      for ll=1:rpt 
           
    x=unifrnd(0,100,n,1) ;   %generates random points in 100x100 
area 
    y=unifrnd(0,100,n,1) ;  
    Rnd=[x y] ; 
    [d]=pdist(Rnd) ;         %measures the distance between nodes 
    sq=squareform(d) ; 
     
    adj=zeros(n); 
    par=10000 ;              %sets no. of emitted particles to 10000 
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    b=par ;  
     
    while par<20*b        
       
          k=par/(pi*exp(1)) ;  
  
  
           
           
          for ii=1:n         %constructs the adjacent matrix 
              for jj=1:n 
                  if (k/(sq(ii,jj).^2)>=trs && ii~=jj); 
                     adj(ii,jj)=1 ; 
                  else 
                     adj(ii,jj)=0 ; 
                  end 
              end 
          end 
     
          spa=sparse(adj); 
     
          [NUM,COM]=graphconncomp(spa) ; %finds the connected 
          unv = unique(COM);             %components of graph 
          rep = histc(COM,unv); 
          Mx= max(rep) ;            
          prc=(Mx/n)*100 ;         %finds the connectivity 
percentage 
     
          if prc>95  
             R(ll,count)=par ;  
              
          break 
           
          else 
               
              par=par+(b/10) ;   %increases number of particles by 
10% 
  
          end 
           
          
    end 
     
      end 
     
     
  
end 
  
M=mean(R) ;  
E=std(R)/sqrt(rpt) ; 
  
  
cc=0 ; 
  
  for  ii=first:incr:last 
       cc=cc+1 ; 
        



 71 

       par_arr=[par_arr;ii] ; 
       nod_arr=[nod_arr;M(cc)] ; 
       err_arr=[err_arr;E(cc)] ; 
         
  end 
  
  
  
end 
  
 
 
% Determines the number of particles necessary for achieving 95% 
connectivity 
% Normalized number of particles is plotted vs. number of nodes 
  
clear all  
set(0, 'defaultaxesfontsize', 14); 
set(0, 'defaultlinelinewidth', 2); 
T=100; 
ITER=10; 
[x,y,e]=calc_node_par(100,1000,ITER,T) ;  
  
errorbar(x,y/T,e/T,'-r') 
xlabel('N') ; 
ylabel('Q/T [\mum^{2}]') ; 
set(gca,'YTick',0:250:1750) 
grid on ; 
  
 
 
 
Number of nodes vs number of emitted particles for 95% connectivity in 3D 
 
 
function [par_arr,nod_arr,err_arr] = 
calc_node_par_3d(first,last,rpt,trs) 
%This function calculates number of nodes vs number of emitted 
%particles in which there is more than 95% of connectivity  
%with a given concentration threshold and number of repetition 
  
par_arr=[] ; 
nod_arr=[] ; 
err_arr=[] ; 
  
incr=100 ; 
  
total=((last-first)/incr)+1 ; 
  
R=zeros(rpt,total) ; 
count=0 ; 
  
  
for n=first:incr:last    
     
      count=count+1 ; 
       
      for ll=1:rpt 
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    x=unifrnd(0,100,n,1) ;   %generates random points in 100x100 
area 
    y=unifrnd(0,100,n,1) ; 
    z=unifrnd(0,100,n,1) ; 
  
    Rnd=[x y z] ; 
    [d]=pdist(Rnd) ;         %measures the distance between nodes 
    sq=squareform(d) ; 
     
    adj=zeros(n); 
    par=1000000 ;              %sets no. of emitted particles to 
10000 
    b=par ;  
     
    while par<40*b        
       
          k=(3*par)/(2*pi*exp(1)).^1.5 ;  
  
  
           
           
          for ii=1:n         %constructs the adjacent matrix 
              for jj=1:n 
                  if (k/(sq(ii,jj).^3)>=trs && ii~=jj); 
                     adj(ii,jj)=1 ; 
                  else 
                     adj(ii,jj)=0 ; 
                  end 
              end 
          end 
     
          spa=sparse(adj); 
     
          [NUM,COM]=graphconncomp(spa) ; %finds the connected 
          unv = unique(COM);             %components of graph 
          rep = histc(COM,unv); 
          Mx= max(rep) ;            
          prc=(Mx/n)*100 ;        %finds the connectivity percentage 
     
          if prc>95  
             R(ll,count)=par ;  
              
          break 
           
          else 
               
              par=par+(b/10) ; %increases number of particles by 10% 
  
          end 
           
          
    end 
     
      end 
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end 
  
M=mean(R) ;  
E=std(R)/sqrt(rpt) ; 
  
  
cc=0 ; 
  
  for  ii=first:incr:last 
       cc=cc+1 ; 
        
       par_arr=[par_arr;ii] ; 
       nod_arr=[nod_arr;M(cc)] ; 
       err_arr=[err_arr;E(cc)] ; 
         
  end 
  
  
  
end 
  
 
 
% Determines the number of particles necessary for achieving 95% 
connectivity 
% Normalized number of particles is plotted vs. number of nodes 
  
  
clc 
clear all  
  
set(0, 'defaultaxesfontsize', 14); 
set(0, 'defaultlinelinewidth', 2); 
  
T=100; 
ITER=10; 
[x,y,e]=calc_node_par_3d(100,1000,ITER,T) ;  
  
figure 
errorbar(x,y/T,e/T,'-r') 
hold on ; 
  
  
xlabel('N') ; 
ylabel('Q/T [\mum^{3}]') ; 
grid on ; 
 
 
Number of nodes vs number of emitted particles for 100% connectivity in 3D 
 
 
function [par_arr,nod_arr,err_arr] = 
calc_node_par_3d_100(first,last,rpt,trs) 
%This function calculates number of nodes vs number of emitted 
%particles in which there is more than 100% of connectivity  
%with a given concentration threshold and number of repetition 
  
par_arr=[] ; 
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nod_arr=[] ; 
err_arr=[] ; 
  
incr=100 ; 
  
total=((last-first)/incr)+1 ; 
  
R=zeros(rpt,total) ; 
count=0 ; 
  
  
for n=first:incr:last    
     
      count=count+1 ; 
       
      for ll=1:rpt 
           
    x=unifrnd(0,100,n,1) ;   %generates random points in 100x100 
area 
    y=unifrnd(0,100,n,1) ; 
    z=unifrnd(0,100,n,1) ; 
  
    Rnd=[x y z] ; 
    [d]=pdist(Rnd) ;         %measures the distance between nodes 
    sq=squareform(d) ; 
     
    adj=zeros(n); 
    par=2000000 ;          %sets no. of emitted particles to 2000000  
    b=par ;  
     
    while par<50*b        
       
          k=(3*par)/(2*pi*exp(1)).^1.5 ;  
  
  
           
           
          for ii=1:n         %constructs the adjacent matrix 
              for jj=1:n 
                  if (k/(sq(ii,jj).^3)>=trs && ii~=jj); 
                     adj(ii,jj)=1 ; 
                  else 
                     adj(ii,jj)=0 ; 
                  end 
              end 
          end 
     
          spa=sparse(adj); 
     
          [NUM,COM]=graphconncomp(spa) ; %finds the connected 
          unv = unique(COM);             %components of graph 
          rep = histc(COM,unv); 
          Mx= max(rep) ;            
          prc=(Mx/n)*100 ;       %finds the connectivity percentage 
     
          if prc==100  
             R(ll,count)=par ;  
              
          break 
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          else 
               
              par=par+(b/10) ; %increases number of particles by 10% 
  
          end 
           
          
    end 
     
      end 
     
     
  
end 
  
M=mean(R) ;  
E=std(R)/sqrt(rpt) ; 
  
  
cc=0 ; 
  
  for  ii=first:incr:last 
       cc=cc+1 ; 
        
       par_arr=[par_arr;ii] ; 
       nod_arr=[nod_arr;M(cc)] ; 
       err_arr=[err_arr;E(cc)] ; 
         
  end 
  
  
  
end 
  
 
 
% Determines the number of particles necessary for achieving 100% 
connectivity 
% Normalized number of particles is plotted vs. number of nodes 
  
clc 
clear all  
  
set(0, 'defaultaxesfontsize', 14); 
set(0, 'defaultlinelinewidth', 2); 
  
T=100; 
ITER=10; 
[x,y,e]=calc_node_par_3d_100(100,1000,ITER,T) ;  
  
figure 
errorbar(x,y/T,e/T,'-r') 
hold on ; 
   
xlabel('N') ; 
ylabel('Q/T [\mum^{3}]') ; 
grid on ; 
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Number of nodes vs number of emitted particles for 100% connectivity in 2D 
 
 
function [par_arr,nod_arr,err_arr] = 
calc_node_par_100(first,last,rpt,trs) 
%This function calculates number of nodes vs number of emitted 
%particles in which there is more than 100% of connectivity  
%with a given concentration threshold and number of repetition 
  
par_arr=[] ; 
nod_arr=[] ; 
err_arr=[] ; 
  
incr=100 ; 
  
total=((last-first)/incr)+1 ; 
  
R=zeros(rpt,total) ; 
count=0 ; 
  
  
for n=first:incr:last    
     
      count=count+1 ; 
       
      for ll=1:rpt 
           
    x=unifrnd(0,100,n,1) ;   %generates random points in 100x100 
area 
    y=unifrnd(0,100,n,1) ;  
    Rnd=[x y] ; 
    [d]=pdist(Rnd) ;         %measures the distance between nodes 
    sq=squareform(d) ; 
     
    adj=zeros(n); 
    par=10000 ;              %sets no. of emitted particles to 10000 
    b=par ;  
     
    while par<40*b        
       
          k=par/(pi*exp(1)) ;  
          for ii=1:n         %constructs the adjacent matrix 
              for jj=1:n 
                  if (k/(sq(ii,jj).^2)>=trs && ii~=jj); 
                     adj(ii,jj)=1 ; 
                  else 
                     adj(ii,jj)=0 ; 
                  end 
              end 
          end 
     
          spa=sparse(adj); 
     
          [NUM,COM]=graphconncomp(spa) ; %finds the connected 
          unv = unique(COM);             %components of graph 
          rep = histc(COM,unv); 
          Mx= max(rep) ;            
          prc=(Mx/n)*100 ;         %finds the connectivity 
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percentage 
     
          if prc==100  
             R(ll,count)=par ;  
              
          break 
           
          else 
               
              par=par+(b/10) ;   %increases number of particles by 
10% 
  
          end 
           
          
    end 
     
      end 
     
     
  
end 
  
M=mean(R) ;  
E=std(R)/sqrt(rpt) ; 
  
  
cc=0 ; 
  
  for  ii=first:incr:last 
       cc=cc+1 ; 
        
       par_arr=[par_arr;ii] ; 
       nod_arr=[nod_arr;M(cc)] ; 
       err_arr=[err_arr;E(cc)] ; 
         
  end 
  
  
  
end 
% Determines the number of particles necessary for achieving 100% 
connectivity 
% Normalized number of particles is plotted vs. number of nodes 
  
clc 
clear all  
  
set(0, 'defaultaxesfontsize', 14); 
set(0, 'defaultlinelinewidth', 2); 
  
T=100; 
ITER=10; 
[x,y,e]=calc_node_par_100(100,1000,ITER,T) ;  
  
figure 
errorbar(x,y/T,e/T,'-r') 
hold on ; 
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xlabel('N') ; 
ylabel('Q/T [\mum^{2}]') ; 
grid on ; 
 
 
 
Number of nodes vs detection threshold for 95% connectivity in 2D 
 
 
function [ trs_arr,nod_arr,err_arr ] = calc_node_trs( 
first,last,rpt,par) 
%This function calculates concentration threshold vs number of nodes  
%in which there is more than 95% connectivity  
%with a given number of emitted particles and number of repetition 
  
  
trs_arr=[] ; 
nod_arr=[] ; 
err_arr=[] ; 
  
incr=100 ; 
total=((last-first)/incr)+1 ; 
  
R=zeros(rpt,total) ; 
count=0 ; 
  
  
k=par/(pi*exp(1)) ; 
  
  
   for n=first:incr:last  
         
          count=count+1 ; 
            
          for ll=1:rpt 
               
              x=unifrnd(0,100,n,1) ; %generates random points in  
100x100 area 
              y=unifrnd(0,100,n,1) ;  
              Rnd=[x y] ; 
              [d]=pdist(Rnd) ;  %measures the distance between nodes 
              sq=squareform(d) ; 
     
               
              trs=100 ;         %sets concentration threshold to 100 
             adj=zeros(n) ; 
  
              while trs>0 
                    for ii=1:n      %constructs the adjacent matrix 
                        for jj=1:n 
                            if (k/(sq(ii,jj).^2)>=trs && ii~=jj); 
                               adj(ii,jj)=1 ; 
                            else 
                               adj(ii,jj)=0 ; 
                            end 
                        end 
                    end 
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                    spa=sparse(adj); 
        
                   [NUM,COM]=graphconncomp(spa) ;   
%finds the  connected components of graph 
                   unv = unique(COM);  
                   rep = histc(COM,unv); 
                   Mx= max(rep) ; 
                   prc=(Mx/n)*100 ;   
%finds the connectivity percentage 
     
                   if prc>95 
                      R(ll,count)=trs ; 
                       
                      break 
                    
                   else 
         
                     trs=trs-1 ;   
%decreases 1 unit from concentration threshold 
                 
                   end 
                
                 
               end 
     
             
          end 
                    
           
           
    end 
  
M=mean(R) ; 
E=std(R)/sqrt(rpt) ; 
  
        
cc=0 ; 
  
  for  ii=first:incr:last 
     cc=cc+1 ; 
  
     trs_arr=[trs_arr;ii] ; 
     nod_arr=[nod_arr;M(cc)] ; 
     err_arr=[err_arr;E(cc)] ; 
               
  end 
  
end 
  
 
 
 
 
% Determines the threshold necessary for achieving 95% connectivity 
% Normalized threshold is plotted vs. number of nodes 
% Area = 100 micrometer x 100 micrometer 
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clear all  
set(0, 'defaultaxesfontsize', 14); 
set(0, 'defaultlinelinewidth', 2); 
Q=10000; 
ITER=10; 
[x,y,e]=calc_node_trs(100,1000,ITER,Q) ;  
  
errorbar(x,y/Q,e/Q,'-b') 
xlabel('N') ; 
ylabel('T/Q [\mum^{-2}]') ; 
grid on ; 
  
           
 
 
Number of nodes vs detection threshold for 95% connectivity in 3D 
 
 
function [trs_arr,nod_arr,err_arr ] = 
calc_node_trs_3d(first,last,rpt,par ) 
%This function calculates concentration threshold vs number of nodes  
%in which there is more than 95% connectivity  
%with a given number of emitted particles and number of repetition 
  
  
trs_arr=[] ; 
nod_arr=[] ; 
err_arr=[] ; 
  
incr=100 ; 
total=((last-first)/incr)+1 ; 
  
R=zeros(rpt,total) ; 
count=0 ; 
  
  
k=(3*par)/(2*pi*exp(1)).^1.5 ; 
  
  
   for n=first:incr:last  
         
          count=count+1 ; 
            
          for ll=1:rpt 
               
              x=unifrnd(0,100,n,1) ;  %generates random points in 
100x100 area 
              y=unifrnd(0,100,n,1) ; 
              z=unifrnd(0,100,n,1) ; 
  
              Rnd=[x y z] ; 
              [d]=pdist(Rnd) ;    %measures the distance between 
nodes 
              sq=squareform(d) ; 
     
               
              trs=100 ;         %sets concentration threshold to 100 



 81 

             adj=zeros(n) ; 
  
              while trs>0 
                    for ii=1:n      %constructs the adjacent matrix 
                        for jj=1:n 
                            if (k/(sq(ii,jj).^3)>=trs && ii~=jj); 
                               adj(ii,jj)=1 ; 
                            else 
                               adj(ii,jj)=0 ; 
                            end 
                        end 
                    end 
       
                    spa=sparse(adj); 
        
                   [NUM,COM]=graphconncomp(spa) ;  
                   unv = unique(COM);  
                   rep = histc(COM,unv); 
                   Mx= max(rep) ; 
                   prc=(Mx/n)*100 ;   
%finds the connectivity percentage 
     
                   if prc>95 
                      R(ll,count)=trs ; 
                       
                      break 
                    
                   else 
         
                     trs=trs-1 ;   
%decreases 1 unit from concentration threshold 
                 
                   end 
                
                 
               end 
     
             
          end 
end 
  
M=mean(R) ; 
E=std(R)/sqrt(rpt) ; 
  
        
cc=0 ; 
  
  for  ii=first:incr:last 
     cc=cc+1 ; 
  
     trs_arr=[trs_arr;ii] ; 
     nod_arr=[nod_arr;M(cc)] ; 
     err_arr=[err_arr;E(cc)] ; 
               
  end 
  
end 
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% Determines the threshold necessary for achieving 95% connectivity 
% Normalized threshold is plotted vs. number of nodes 
% Area = 100 micrometer x 100 micrometer 
  
  
clc  
clear all  
  
set(0, 'defaultaxesfontsize', 14); 
set(0, 'defaultlinelinewidth', 2); 
  
Q=1000000; 
ITER=10; 
  
[x,y,e]=calc_node_trs_3d(100,1000,ITER,Q) ;  
  
figure 
errorbar(x,y/Q,e/Q,'-b') 
hold on ; 
   
xlabel('N') ; 
ylabel('T/Q [\mum^{-3}]') ; 
grid on ; 
           
 
 
 
Number of nodes vs detection threshold for 100% connectivity in 3D 
 
 
function [ trs_arr,nod_arr,err_arr ] = calc_node_trs_3d_100( 
first,last,rpt,par ) 
%This function calculates concentration threshold vs number of nodes  
%in which there is more than 100% connectivity  
%with a given number of emitted particles and number of repetition 
  
  
trs_arr=[] ; 
nod_arr=[] ; 
err_arr=[] ; 
  
incr=100 ; 
total=((last-first)/incr)+1 ; 
  
R=zeros(rpt,total) ; 
count=0 ; 
  
  
k=(3*par)/(2*pi*exp(1)).^1.5 ; 
  
  
   for n=first:incr:last  
         
          count=count+1 ; 
            
          for ll=1:rpt 
               
              x=unifrnd(0,100,n,1) ;  
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 %generates random points in 100x100 area 
              y=unifrnd(0,100,n,1) ; 
              z=unifrnd(0,100,n,1) ; 
  
              Rnd=[x y z] ; 
              [d]=pdist(Rnd) ;  %measures the distance between nodes 
              sq=squareform(d) ; 
     
               
              trs=100 ;       %sets concentration threshold to 100 
             adj=zeros(n) ; 
  
              while trs>0 
                    for ii=1:n      %constructs the adjacent matrix 
                        for jj=1:n 
                            if (k/(sq(ii,jj).^3)>=trs && ii~=jj); 
                               adj(ii,jj)=1 ; 
                            else 
                               adj(ii,jj)=0 ; 
                            end 
                        end 
                    end 
       
                    spa=sparse(adj); 
        
                   [NUM,COM]=graphconncomp(spa) ;  
%finds the connected components of graph 
                   unv = unique(COM);            
   
                   rep = histc(COM,unv); 
                   Mx= max(rep) ; 
                   prc=(Mx/n)*100 ;   
%finds the connectivity percentage 
     
                   if prc==100 
                      R(ll,count)=trs ;      
                       
                      break 
                    
                   else 
         
                     trs=trs-1 ; %decreases 1 unit from 
concentration threshold 
                  
                   end 
                
                 
               end 
     
             
          end 
                    
           
           
    end 
M=mean(R) ; 
E=std(R)/sqrt(rpt) ; 
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cc=0 ; 
  
  for  ii=first:incr:last 
     cc=cc+1 ; 
  
     trs_arr=[trs_arr;ii] ; 
     nod_arr=[nod_arr;M(cc)] ; 
     err_arr=[err_arr;E(cc)] ; 
               
  end 
  
end 
  
 
 
 
% Determines the threshold necessary for achieving 100% connectivity 
% Normalized threshold is plotted vs. number of nodes 
% Area = 100 micrometer x 100 micrometer 
  
clc  
clear all  
  
set(0, 'defaultaxesfontsize', 14); 
set(0, 'defaultlinelinewidth', 2); 
  
Q=1000000; 
ITER=10; 
[x,y,e]=calc_node_trs_3d_100(100,1000,ITER,Q) ;  
  
figure 
errorbar(x,y/Q,e/Q,'-b') 
hold on ; 
   
  
xlabel('N') ; 
ylabel('T/Q [\mum^{-3}]') ; 
grid on ; 
           
 
 
Number of nodes vs detection threshold for 100% connectivity in 2D 
 
 
function [ trs_arr,nod_arr,err_arr ] = calc_node_trs_100( 
first,last,rpt,par ) 
%This function calculates concentration threshold vs number of nodes  
%in which there is more than 100% connectivity  
%with a given number of emitted particles and number of repetition 
  
  
trs_arr=[] ; 
nod_arr=[] ; 
err_arr=[] ; 
  
incr=100 ; 
total=((last-first)/incr)+1 ; 
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R=zeros(rpt,total) ; 
count=0 ; 
  
  
k=par/(pi*exp(1)) ; 
  
  
   for n=first:incr:last  
         
          count=count+1 ; 
            
          for ll=1:rpt 
               
              x=unifrnd(0,100,n,1) ;  %generates random points in 
100x100 area 
              y=unifrnd(0,100,n,1) ;  
              Rnd=[x y] ; 
              [d]=pdist(Rnd) ;    %measures the distance between 
nodes 
              sq=squareform(d) ; 
     
               
              trs=100 ;          %sets concentration threshold to 
100 
             adj=zeros(n) ; 
  
              while trs>0 
                    for ii=1:n      %constructs the adjacent matrix 
                        for jj=1:n 
                            if (k/(sq(ii,jj).^2)>=trs && ii~=jj); 
                               adj(ii,jj)=1 ; 
                            else 
                               adj(ii,jj)=0 ; 
                            end 
                        end 
                    end 
                    spa=sparse(adj); 
        
                   [NUM,COM]=graphconncomp(spa) ;   
%finds the connected components of graph 
                   unv = unique(COM);  
                   rep = histc(COM,unv); 
                   Mx= max(rep) ; 
                   prc=(Mx/n)*100 ;   
%finds the connectivity percentage 
     
                   if prc==100 
                      R(ll,count)=trs ; 
                       
                      break 
                    
                   else 
         
                     trs=trs-1 ;      
 %decreases 1 unit from concentration threshold 
                 
                   end 
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               end 
     
             
          end 
                    
           
           
    end 
  
M=mean(R) ; 
E=std(R)/sqrt(rpt) ; 
  
        
cc=0 ; 
  
  for  ii=first:incr:last 
     cc=cc+1 ; 
  
     trs_arr=[trs_arr;ii] ; 
     nod_arr=[nod_arr;M(cc)] ; 
     err_arr=[err_arr;E(cc)] ; 
               
  end 
  
end 
  
 
 
% Determines the threshold necessary for achieving 100% connectivity 
% Normalized threshold is plotted vs. number of nodes 
% Area = 100 micrometer x 100 micrometer 
  
clc  
clear all  
  
set(0, 'defaultaxesfontsize', 14); 
set(0, 'defaultlinelinewidth', 2); 
  
Q=10000; 
ITER=10; 
[x,y,e]=calc_node_trs_100(100,1000,ITER,Q) ;  
  
figure 
errorbar(x,y/Q,e/Q,'-b') 
hold on ; 
   
  
xlabel('N') ; 
ylabel('T/Q [\mum^{-2}]') ; 
grid on ; 
           
 

 


