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## ABSTRACT

In Chapter 2 of this thesis, in the first part, we deal with asymptotic behavior of nonoscillatory solutions to higher order nonlinear neutral differential equations of the form

$$
(x(t)+p(t) x(t-\tau))^{(n)}+f\left(t, x(t), x(\rho(t)), x^{\prime}(t), x^{\prime}(\sigma(t))\right)=0
$$

for $n \geq 2$. We formulate sufficient conditions for all non-oscillatory solutions to behave like polynomial functions at infinity. For the higher order differential equation

$$
(x(t)+p(t) x(t-\tau))^{(n)}+f(t, x(t), x(\rho(t)))=0,
$$

we provide necessary and sufficient conditions that guarantee existence of non-oscillatory solutions with polynomial-like behavior at infinity.

In Chapter 3, we look into oscillation problem of second order nonlinear neutral differential equations

$$
\left(r(t) \psi(x(t))(x(t)+p(t) x(\tau(t)))^{\prime}\right)^{\prime}+q(t) f(x(t), x(\sigma(t)))=0
$$

and

$$
\left(r(t)(x(t)+p(t) x(\tau(t)))^{\prime}\right)^{\prime}+q(t) f(x(t), x(\sigma(t)))=0 .
$$

Keywords: asymptotic behavior, oscillation, positive solutions, neutral equations

## öz

Bu tezin ilk kısmında şekli, $n \geq 2$ için,

$$
(x(t)+p(t) x(t-\tau))^{(n)}+f\left(t, x(t), x(\rho(t)), x^{\prime}(t), x^{\prime}(\sigma(t))\right)=0
$$

olan lineer olmayan yüksek dereceli nötr diferansiyel denklemlerin salınımlı olmayan çözümlerinin asimptotik davranışları incelendi. Buna ek olarak şekli

$$
(x(t)+p(t) x(t-\tau))^{(n)}+f(t, x(t), x(\rho(t)))=0
$$

olan diferansiyel denklemin çözümlerinin sonsuzda polinom gibi davranmalarını garanti edecek gerek ve yeter koşullar elde edilmiştir.

İkinci kısımda ise şekilleri

$$
\left(r(t) \psi(x(t))(x(t)+p(t) x(\tau(t)))^{\prime}\right)^{\prime}+q(t) f(x(t), x(\sigma(t)))=0
$$

ve

$$
\left(r(t)(x(t)+p(t) x(\tau(t)))^{\prime}\right)^{\prime}+q(t) f(x(t), x(\sigma(t)))=0
$$

olan diferansiyel denklemlerin salınım problemine bakılmıştır.

Anathar Kelimeler: asimtotik davranış, salınım, pozitif çözümler, nötr denklemler
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## Chapter 1

## INTRODUCTION

In many applications, one assumes the system under consideration is governed by a principle of causality; that is, the future state of the system is independent of the past states and is determined solely by the present. If it is also assumed that the system is governed by an equation involving the state and rate of change of the state, then, generally, one is considering either ordinary or partial differential equations. However, under closer examination, it becomes apparent that the principle of causality is often only a first approximation to the true situation and that a more realistic model would include some of the past states of the system. Also, in some problems it is meaningless not to have dependence on the past. This has been known for some time but the theory for such systems has only been developed recently.

Delay differential equations arise in many areas of mathematical modeling, for example, population dynamics (taking into account the gestation times), infectious diseases (accounting for the incubation periods), physiological and pharmaceutical kinetics (modeling, for instance, the body's reaction to $\mathrm{CO}_{2}$ in circulating blood) and chemical kinetics such as mixing reactants, the navigational control of ships and aircraft with, respectively, large and short lags and more general control problems. There are many of books that address applications of delay differential equations, see, for example, Driver [19], Gopalsamy [28], Halanay [36], Kolmanovskii and Myshkis [47], Kolmanovskii and Nosov [48]
and Kuang [51].
In what follows, we mention only a few possible applications. It is well known that there are many problems appearing in biological models which are related with delay differential equations, see, for instance, [33] and [68]. In 1948, Hutchinson [43] suggested to use the following delay logistic equation for describing the dynamics of a single species

$$
x^{\prime}(t)=a x(t)\left(1-\frac{x(t-\tau)}{K}\right),
$$

where the delay $\tau$ includes various factors influencing the increase of species such as hatching period, pregnancy period and the time of renewal of food. Based on biological considerations, ecologists predict that there are solutions with small positive initial values which will steadily approach the environmental capacity $x(t)=K$ when $a>0$ and $\tau \ll 1$. On the other hand, for a larger $\tau$, the solution may exceed the capacity and start oscillating around $x(t)=K$. It is known that if $a \tau>e^{-1}$, then every solution is oscillatory. This result provides many tools for ecologists to determine limits for the delay $\tau$ which causes oscillatory phenomenon. In respect to industry, the oscillation of the contacts of electromagnetic switches is described by the following second order delay differential equation

$$
x^{\prime \prime}(t)+a x^{\prime}(t)+b x(t)+c x(t-\tau)=0 .
$$

In 1951, Goodwin [27] constructed a business cycle model with nonlinear acceleration principle of investment and showed that model gives rise to cyclic oscillations when its stationary state is locally unstable. Goodwin's basic model is summarized as the following nonlinear differential equation

$$
\begin{equation*}
\varepsilon x^{\prime}(t)-\varphi\left(x^{\prime}(t)\right)+(1-\alpha) x(t)=0, \tag{1.0.1}
\end{equation*}
$$

where time dependent variable $x$ is national income, $\alpha$ the national propensity to consume such that $\alpha \in(0,1), \varepsilon$ a positive adjustment coefficient of $x$ and $\varphi\left(x^{\prime}(t)\right)$ denotes the
induced investment that is dependent on the rate of change in national income. Goodwin's model adopts the nonlinear acceleration principle, according to which investment is proportional to the change in national income in a neighborhood of the equilibrium income but becomes inflexible for the extremely larger and smaller values of income. In order to come close to reality, Goodwin introduced the production $\operatorname{lag} \tau$ between decisions to invest and corresponding outlays. As a result, model in (1.0.1) resulted in the following nonlinear neutral delay differential equation

$$
\varepsilon x^{\prime}(t)-\varphi\left(x^{\prime}(t-\tau)\right)+(1-\alpha) x(t)=0 .
$$

The oscillation theory of functional differential equations differs from that of ordinary differential equations and, in fact, the former reveals the oscillation or non-oscillation of solutions caused by the appearance of deviating arguments in the differential equation. Fite's paper [24] was among the first papers on the oscillation of functional differential equations. It deals with the $n$-th order differential equation with a deviating argument

$$
\begin{equation*}
x^{(n)}(t)+p(t) x(\sigma(t))=0, \quad-\infty<t<+\infty, \tag{1.0.2}
\end{equation*}
$$

for $n \geq 1, p \in C(-\infty,+\infty), \sigma(t)=k-t, k \in \mathbb{R}$. Fite [24] proved that under the assumption $p(t)>h>0$ for sufficiently large $|t|$, if

1. $n$ is odd, then every solution of Eq. (1.0.2) oscillates infinitely;
2. $n$ is even, then every solution of Eq. (1.0.2) oscillates either odd number of times or infinitely.

The first book written in English on oscillation theory of functional differential equations was by Ladde et. al [55] where achievements in this field up to the year 1984 were systematically summarized.

Neutral differential equations play an important role in theory of functional differential equations. In recent years, the theory of neutral differential equations has become an independent area of research and literature on this subject comprises over 1000 titles. Many results concerning the theory of neutral functional differential equations were given in the monographs by Hale and Lunel [34, 35]. These equations find numerous applications in natural sciences and technology but, as a rule, they are characterized by specific properties which make their study difficult both in aspects of ideas and techniques.

Investigation of the oscillation and non-oscillation of neutral differential equations has already been initiated in sixties and became a popular subject in eighties, see, for instance, Norkin's book [67], papers by Zahariev and Bainov [7, 94] and references there. Among the problems that attracted the attention of many mathematicians around the world, we mention obtaining of the necessary and sufficient conditions of oscillation of all solutions to neutral differential equations, the classification of non-oscillatory solutions, existence of positive solutions, comparison theorems and linearized criteria. In 1991, two books, one written by Bainov and Mishev [6], the other by Györi and Ladas [32], were published collecting many results of the oscillation theory of neutral differential equations between the years 1980 and 1990.

Qualitative analysis of several classes of neutral differential equations is the main subject of this thesis which is organized as follows. Chapter 2 presents a wide range of results from literature as well as our recently obtained results. For the second order nonlinear neutral differential equation

$$
\begin{equation*}
(x(t)+p(t) x(t-\tau))^{\prime \prime}+f\left(t, x(t), x(\rho(t)), x^{\prime}(t), x^{\prime}(\sigma(t))\right)=0, \tag{1.0.3}
\end{equation*}
$$

we provide sufficient conditions for the existence of asymptotically linear solutions which behave like non-trivial linear functions, or, equivalently, solutions of the form

$$
x(t)=A t+o(t) \quad \text { as } \quad t \rightarrow+\infty .
$$

For a higher order equation of the form

$$
\begin{equation*}
(x(t)+p(t) x(t-\tau))^{(n)}+f\left(t, x(t), x(\rho(t)), x^{\prime}(t), x^{\prime}(\sigma(t))\right)=0 \tag{1.0.4}
\end{equation*}
$$

we present sufficient conditions that ensure polynomial-like asymptotic behavior of nonoscillatory solutions $x(t)$. As a particular case of Eq. (1.0.4), we also consider a neutral differential equation

$$
(x(t)+p(t) x(t-\tau))^{(n)}+f(t, x(t), x(\rho(t)))=0
$$

and obtain a new necessary and sufficient condition for the existence of polynomial-like non-trivial solutions. Results reported in Chapter 2 complements research on asymptotic behavior of non-oscillatory solutions of functional differential equations reported by Dahiya and Singh [16], Dahiya and Zafer [17], Graef et al. [29], Graef and Spikes [30], Grammatikopoulos et al. [31], Kong et al. [49], Kulcsár [52], Ladas [54], M. Naito [65], Y. Naito [66], Tanaka [83] and many other authors.

Chapter 3 focuses on oscillatory behavior of solutions of nonlinear neutral differential equations of the forms

$$
\begin{equation*}
\left(r(t) \psi(x(t))(x(t)+p(t) x(\tau(t)))^{\prime}\right)^{\prime}+q(t) f(x(t), x(\sigma(t)))=0 \tag{1.0.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(r(t)(x(t)+p(t) x(\tau(t)))^{\prime}\right)^{\prime}+q(t) f(x(t), x(\sigma(t)))=0 . \tag{1.0.6}
\end{equation*}
$$

In 1986, Yan [92] proved several important oscillation results for the linear differential equation with linear damping term

$$
\begin{equation*}
\left(r(t) x^{\prime}(t)\right)^{\prime}+p(t) x^{\prime}(t)+q(t) x(t)=0 \tag{1.0.7}
\end{equation*}
$$

by extending celebrated Kamenev's oscillation criterion [44]. Yan's [92] results proved to be among the most efficient tools for studying oscillatory behavior of solutions not only
for Eq. (1.0.7) but even for linear differential equations

$$
x^{\prime \prime}(t)+q(t) x(t)=0
$$

and

$$
\left(r(t) x^{\prime}(t)\right)^{\prime}+q(t) x(t)=0 .
$$

Yan's paper [92] boosted extensive investigation in the field and stimulated further development of a so-called integral averaging technique opening a hallway to important contributions to the Theory of Oscillation.

For more than three decades, conditions like the one used by Yan [92],

$$
\begin{equation*}
\limsup _{t \rightarrow+\infty} t^{-\alpha} \int_{t_{0}}^{t}(t-s)^{\alpha} h(s) q(s) d s<+\infty \tag{1.0.8}
\end{equation*}
$$

were necessary to prove oscillatory behavior of solutions of various classes of differential equations. Very recently, Rogovchenko and Tuncay [76] enhanced results due to Yan [92] by removing condition (1.0.8) thanks to a refined integral averaging technique developed in [74] and [75]. Following an idea similar to developed by Rogovchenko and Tuncay, we formulate new oscillatory results for Eqs. (1.0.5) and (1.0.6).

We conclude the introduction by mentioning that results reported in this thesis are published in the papers $[37,38,39,40]$ and presented at the following international conferences:

- The 7th AIMS (American Institute of Mathematical Sciences) Conference on Dynamical Systems and Differential Equations (May 18-21, 2008, Arlington, Texas, USA);
- The 6th International Conference On Differential Equations and Dynamical Systems (May 22-26, 2008, Baltimore, Maryland, USA);
- The 4th International Conference on Mathematical Analysis, Differential Equations and Their Applications (September 12-15, 2008, Famagusta, North Cyprus);
- Conference on Differential and Difference Equations and Applications 2010 (June 21-25, 2010, Rajecké Teplice, Slovak Republic).


## Chapter 2

## ASYMPTOTIC BEHAVIOR

Behavior of solutions of differential equations at infinity attracted many researchers. In many cases, the main idea is to obtain conditions that ensure behavior of solutions at infinity similar to that of much simpler differential equations. As a consequence, this topic resulted in numerous papers. For the differential equation

$$
\begin{equation*}
x^{\prime \prime}(t)+q(t) x(t)=0, \tag{2.0.1}
\end{equation*}
$$

Fubini [25] has posed the following question: what could be said about asymptotic behavior of solutions of Eq. (2.0.1) if we suppose that

$$
\lim _{t \rightarrow+\infty} q(t)<+\infty ?
$$

Eq. (2.0.1) is asymptotic to

$$
\begin{equation*}
x^{\prime \prime}(t)=0 \tag{2.0.2}
\end{equation*}
$$

when $q(t)$ vanishes at infinity. Does this mean that all solutions of Eq. (2.0.1) behave like linear functions at infinity? The answer is negative. Consider the following classical example by Sansone [78]. The linear differential equation

$$
x^{\prime \prime}(t)+\left(\frac{1}{4 t}+\frac{3}{16 t^{2}}\right) x(t)=0
$$

has a two-paramater family of solutions

$$
x(t)=A \sqrt{t} \sin (\sqrt{t}+B),
$$

where $A \neq 0$ and $A, B \in \mathbb{R}$, which is not asymptotic to the solution

$$
\begin{equation*}
x(t)=a t+b \tag{2.0.3}
\end{equation*}
$$

of Eq. (2.0.2), although

$$
\lim _{t \rightarrow+\infty}\left(\frac{1}{4 t}+\frac{3}{16 t^{2}}\right)=0
$$

Clearly, the problem of finding asymptotically linear solutions is related to finding sufficient conditions for the existence of non-oscillatory solutions of differential equations. The situation is very simple for the linear equations with constant coefficients and in the case of varying coefficients there is a massive array of results which help to classify the equation as oscillatory or non-oscillatory. The simplest oscillation and non-oscillation criteria can be built up by using the classical Sturm theory developed for second order self-adjoint linear differential equations. However, the things become more complicated if we have to work with nonlinear differential equations.

### 2.1 Brief History

There are many reasons why one might be interested in studying seemingly simple type of asymptotic behavior like the one described by (2.0.3). We note that existence of asymptotically linear solutions is related, for example, to

1. existence of non-oscillatory solutions,
2. existence of bounded solutions,
3. existence of square integrable solutions and limit point/limit circle classification,
4. existence of monotonic solutions,
5. existence of eventually positive (negative) solutions.

The asymptotic behavior of solutions of nonlinear equation

$$
\begin{equation*}
x^{\prime \prime}(t)+f(t, x(t))=0, \tag{2.1.1}
\end{equation*}
$$

has been studied by Cohen [12], Constantin [13], Tong [84], Waltman [88] and Wong [89]. Some results for the linear case are also known, see, for instance, Trench [85] and Waltman [88]. Cohen [12] proved the following result for Eq. (2.1.1).

Theorem 2.1.1 ([12, p.608, Theorem 1]). Suppose that
(i) $f(t, u)$ is continuous on $D=\{(t, u): t \geq 1, u \in \mathbb{R}\}$;
(ii) the derivative $f_{u}(t, u)$ exists and is positive on $D$;
(iii) $|f(t, u)|<f_{u}(t, u)|u|$ on $D$.

In addition, suppose that

$$
\int_{1}^{+\infty} s f_{u}(s, 0) d s<+\infty
$$

Then every solution $x(t)$ of Eq. (2.1.1) is asymptotic to at $+b$ as $t \rightarrow+\infty$.

In the proof of Theorem 2.1.1, Cohen [12] used Bellman's method [9, p. 114-115] based on Gronwall's inequality. Using Bihari inequality, Tong [84] proved the following generalization of the results due to Cohen [12].

Theorem 2.1.2 ([84, p. 235, Theorem B]). Let $f(t, u)$ be continuous on

$$
D=\{(t, u): t \geq 0, u \in \mathbb{R}\} .
$$

If there are two nonnegative continuous functions $v(t), \varphi(t)$ for $t \geq 0$ and a continuous function $g(x)$ for $x>0$, such that
(i) $\int_{1}^{+\infty} v(s) \varphi(s) d s<+\infty$;
(ii) for $x>0, g(x)$ is positive and nondecreasing;
(iii) $|f(t, u)|<v(t) \varphi(t) g\left(\frac{|u|}{t}\right)$, for $t \geq 1, u \in \mathbb{R}$,
then Eq. (2.1.1) has solutions which are asymptotic to at $+b$, where $a, b \in \mathbb{R}$ and $a \neq 0$.

Remark 2.1.3. Notice that, in Theorem 2.1.2, if we let $v(t)=f_{u}(t, 0), \varphi(t)=t$ and $g(x)=x$, we obtain Theorem 2.1.1.

On the other hand, Constantin [13] proved, among other, the following criterion for the asymptotic behavior of solutions to Eq. (2.1.1).

Theorem 2.1.4 ([13, p 633, Corollary 2]). Let $f(t, u)$ be continuous on

$$
D=\{(t, u): t \geq 1, u \in \mathbb{R}\} .
$$

Suppose there exists functions $\varphi, w \in C\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$, w nondecreasing on $\mathbb{R}_{+}$, $w(x)>0$ for $x>0$, such that

$$
|f(t, u)| \leq \varphi(t) w\left(\frac{|u|}{t}\right), \quad t \geq 1, \quad u \in \mathbb{R}
$$

and

$$
\int_{1}^{+\infty} \varphi(s) d s<+\infty, \quad \int_{1}^{+\infty} \frac{d s}{w(s)}=+\infty
$$

Then if $x(t)$ is a solution of Eq. (2.1.1) we have that $x(t)=a t+b+o(t)$ as $t \rightarrow+\infty$ where $a, b \in \mathbb{R}$.

Another particular case of Eq. (2.1.1) is the autonomous differential equation

$$
x^{\prime \prime}(t)+f\left(x(t), x^{\prime}(t)\right)=0,
$$

which has been studied by Rogovchenko and Villari [77] using the phase plane analysis.
In the study of asymptotic behavior of solutions to differential equation

$$
\begin{equation*}
x^{\prime \prime}(t)+f\left(t, x(t), x^{\prime}(t)\right)=0, \tag{2.1.2}
\end{equation*}
$$

it is usually supposed that the nonlinearity $f$ in Eq. (2.1.2) satisfies

$$
\left|f\left(t, x(t), x^{\prime}(t)\right)\right| \leq F\left(t,|x(t)|,\left|x^{\prime}(t)\right|\right),
$$

where the real-valued function $F(t, u, v)$ is continuous, monotone in the last two arguments and vanishes at infinity with the condition of decay expressed in terms of convergent improper integrals, see, for instance Constantin [13], Mustafa and Rogovchenko [63], S. Rogovchenko and Yu. Rogovchenko [72], Rogovchenko [73] and Tong [84]. In particular, S. Rogovchenko and Yu. Rogovchenko [72] studied Eq. (2.1.2) assuming that

$$
\begin{equation*}
|f(t, u, v)| \leq h_{1}(t) g_{1}\left(\frac{|u|}{t}\right)+h_{2}(t) g_{2}(|v|)+h_{3}(t) \tag{2.1.3}
\end{equation*}
$$

or

$$
|f(t, u, v)| \leq h_{4}(t) g_{3}\left(\frac{|u|}{t}\right) g_{4}(|v|)+h_{5}(t),
$$

where the functions $h_{i}$ are nonnegative, continuous and integrable over $[1,+\infty)$, for all $i=1, \ldots 5$, while $g_{j}$ are nonnegative, continuous and monotone nondecreasing for all $j=1, \ldots 4$. It has been proved, among, other results, that all continuable solutions of Eq. (2.1.2) behave like linear functions at infinity provided that $G_{1}(+\infty)=+\infty$ and $G_{2}(+\infty)=+\infty$, where

$$
G_{1}(x)=\int_{1}^{x} \frac{d s}{g_{1}(s)+g_{2}(s)} \quad \text { and } \quad G_{2}(x)=\int_{1}^{x} \frac{d s}{g_{3}(s) g_{4}(s)} d s
$$

The results obtained in [72] extend those by Constantin [13], Meng [59], Rogovchenko [73] and Tong [84]. Using a different approach based on the fixed point theory, Mustafa and Rogovchenko [63] have established that assumptions used in [72] are sufficient for global existence of solutions.

Dannan [18] and S. Rogovchenko and Yu. Rogovchenko [72] studied Eq. (2.1.2) where the nonlinearity $f$ satisfies (2.1.3) but condition $G_{1}(+\infty)=+\infty$ fails to hold. In this case, differential equation usually has local non-extendable solutions and the set of departure points for global solutions of Eq. (2.1.2) that behave like linear functions at infinity is in many cases a bounded subset of the phase plane. However, Mustafa and Rogovchenko [62] have proved for a class of nonlinear equations that this set can be also
unbounded and proper, that is, neither void, nor coinciding with $\mathbb{R}^{2}$. In 2004, Mustafa and Rogovchenko [61] established existence of asymptotically linear solutions of Eq. (2.1.2) locally near $+\infty$ assuming that $f$ satisfies inequality similar to (2.1.3) without requiring that $G_{1}(+\infty)=+\infty$.

Theorem 2.1.5 ([61, p. 313, Theorem 2.1]). Suppose that the real-valued function $f(t, u, v)$ is continuous in $D=\{(t, u, v): t \geq 1, u, v \in \mathbb{R}\}$ and satisfies

$$
|f(t, u, v)| \leq h_{1}\left(t, \frac{|u|}{t}\right)+h_{2}(t,|v|)
$$

where the functions $h_{1}(t, s)$ and $h_{2}(t, s)$ are continuous, nonnegative and monotone nondecreasing in $s$. Assume that there exists a constant $c>0$ such that

$$
\int_{1}^{+\infty}\left(h_{1}(t, c)+h_{2}(t, c)\right) d t<+\infty .
$$

Then, for every pair of real numbers $x_{0}, x_{1}$, where max $\left(\left|x_{0}\right|,\left|x_{1}\right|\right)<c / 4$, there exists a $t_{0} \geq 1$ such that every solution $x(t)$ of Eq. (2.1.2) satisfying initial conditions $x\left(t_{0}\right)=x_{0}$, $x^{\prime}\left(t_{0}\right)=x_{1}$ is defined on $\left[t_{0},+\infty\right)$ and has asymptotic development $x(t)=a_{x} t+o(t)$ at infinity, where $a_{x}$ is a real constant that depends on $x(t)$. Furthermore, if $x_{1} \neq 0$, then $a_{x} \neq 0$.

Interesting results regarding asymptotic properties of solutions of different classes of functional differential equations have been obtained by Dahiya and Singh [16], Dahiya and Zafer [17], Džurina [20], Graef and Spikes [30], Grammatikopoulos et al. [31], Kong et al. [49], Kulcsár [52], Ladas [54], M. Naito [65], Y. Naito [66] and Tanaka [83].

In particular, Kulcsár [52] obtained sufficient conditions for the convergence to zero of non-oscillatory solutions of the second order linear neutral differential equations

$$
(x(t)-p(t) x(t-\tau))^{\prime \prime}+q(t) x(t)=0 .
$$

Graef and Spikes [30] derived two sets of sufficient conditions which guarantee that any bounded non-oscillatory solutions of a forced nonlinear neutral differential equation

$$
\begin{equation*}
(x(t)+p(t) x(\rho(t)))^{\prime \prime}+q(t) f(x(t-\sigma))=r(t) \tag{2.1.4}
\end{equation*}
$$

tends to zero as $t \rightarrow+\infty$, while Grammatikopoulos et al. [31] established similar conditions for non-oscillatory solutions of Eq. (2.1.4) in the case $r(t) \equiv 0$. Further studies in this direction have been undertaken by Graef et al. [29] who derived sufficient conditions for solutions of neutral differential equation (2.1.4) with $r(t) \equiv 0$ to have one of the following properties:

1. the non-oscillatory solutions are bounded or tend to zero;
2. the bounded solutions are either oscillatory or tend to zero;
3. the unbounded solutions are either oscillatory or tend to infinity.

Recently, Džurina [20] extended results of Rogovchenko [73] on asymptotic integration of Eq. (2.1.2) to second order nonlinear neutral differential equation

$$
(x(t)+p(t) x(t-\tau))^{\prime \prime}+f(t, x(t))=0
$$

establishing conditions under which all non-oscillatory solutions behave like linear functions $a t+b$ as $t \rightarrow+\infty$ for some $a, b \in \mathbb{R}$ and stated without proof a similar theorem for equations of the form

$$
(x(t)+p(t) x(t-\tau))^{\prime \prime}+f\left(t, x(t), x^{\prime}(t)\right)=0 .
$$

For higher order equations, Kong et al. [49] gave a classification of non-oscillatory solutions of odd order linear neutral differential equation

$$
(x(t)-x(t-\tau))^{\prime \prime}+p(t) x(t-\sigma)=0
$$

and established conditions for the existence of each type of non-oscillatory solution. Finally, we note that M. Naito [65] proved that an $n$-th order nonlinear neutral differential equation

$$
(x(t)+\lambda x(t-\tau))^{(n)}+\sigma f(t, x(\rho(t)))=0
$$

has a solution satisfying

$$
\lim _{t \rightarrow+\infty} \frac{x(t)}{t^{k}}=c>0
$$

if and only if

$$
\int_{t_{0}}^{+\infty} t^{n-k-1} f\left(t, c(\rho(t))^{k}\right) d t<+\infty
$$

for some $c>0$, whereas Y. Naito [66] derived a necessary and sufficient condition for a neutral differential equation

$$
(x(t)-p(t) x(\tau(t)))^{(n)}+f(t, x(\rho(t)))=0
$$

to have a positive solution satisfying

$$
\lim _{t \rightarrow+\infty} \frac{x(t)-p(t) x(\tau(t))}{t^{k}}=c>0 .
$$

### 2.2 Second Order Nonlinear Neutral Differential Equations

In this section, we consider the neutral differential equations of the form

$$
\begin{equation*}
(x(t)+p(t) x(t-\tau))^{\prime \prime}+f\left(t, x(t), x(\rho(t)), x^{\prime}(t), x^{\prime}(\sigma(t))\right)=0, \tag{2.2.1}
\end{equation*}
$$

where $t \geq t_{0}>0, t_{0} \in \mathbb{R}, \tau>0, p \in C\left(\left[t_{0},+\infty\right), \mathbb{R}\right), \rho, \sigma \in C\left(\left[t_{0},+\infty\right),\left[t_{0},+\infty\right)\right)$ and $f \in C\left(\left[t_{0},+\infty\right) \times \mathbb{R}^{4}, \mathbb{R}\right)$. Firstly, we prove that solutions of Eq. (2.2.1) can be indefinitely continued to the right. Secondly, using the celebrated Bihari integral inequality, we obtain conditions for all non-oscillatory solutions to behave like nontrivial linear functions at infinity. The following are preliminary results together with the Bihari integral inequality which has an important role in the proofs of the main results.

Definition 2.2.1. A function $\omega:[0,+\infty) \rightarrow[0,+\infty)$ is said to belong to the class $H$ if
(i) $\omega(t)$ is nondecreasing and continuous for $t \geq 0$ and positive for $t>0$;
(ii) there is a continuous function $\phi$ defined on $[0,+\infty)$ such that

$$
\omega(\alpha t) \leq \phi(\alpha) \omega(t)
$$

for $\alpha>0, t \geq 0$.

Some important properties of functions from the class $H$ are collected in the following result due to Dannan [18, Lemma 1].

Lemma 2.2.1. Let $f(u)$ and $g(u)$ belong to the class $H$ with the corresponding multiplier functions $\varphi(\alpha)$ and $\psi(\alpha)$. Then
(i) $f(u)+g(u), f(u) g(u)$ and $f(g(u))$ belong to the class $H$;
(ii) $h(u)=\int_{0}^{u} f(s) d s$ belongs to the class $H$.

Following is the celebrated Bihari inequality.

Lemma 2.2.2. Let $K \geq 0, f(t)$ and $g(t)$ be continuous on the interval $I=[0,+\infty)$, and let $\omega(t)$ belong to the class $H$. Then the inequality

$$
\begin{equation*}
f(t) \leq K+\int_{t_{0}}^{t} g(s) \omega(f(s)) d s \tag{2.2.2}
\end{equation*}
$$

implies

$$
f(t) \leq G^{-1}\left(G(K)+\int_{t_{0}}^{t} g(s) d s\right)
$$

where $t \geq t_{0} \geq 0, G(t)$ is defined by

$$
G(t) \stackrel{\text { def }}{=} \int_{t_{*}}^{t} \frac{d s}{\omega(s)}
$$

and $G^{-1}(t)$ denotes the inverse of $G(t)$.

Proof. Let us denote the right hand side of the inequality (2.2.2) by $h(t)$. Then, one can easily see that

$$
h^{\prime}(t)=g(t) \omega(f(t)) .
$$

Dividing both sides of the latter equality by $\omega(h(t))$ and taking into account that $f(t) \leq$ $h(t)$, we get

$$
\frac{h^{\prime}(t)}{\omega(h(t))}=g(t) \frac{\omega(f(t))}{\omega(h(t))} \leq g(t) \frac{\omega(h(t))}{\omega(h(t))}=g(t) .
$$

Next, we integrate both sides from $t_{0}$ to $t$ to obtain

$$
\int_{t_{0}}^{t} \frac{h^{\prime}(s)}{\omega(h(s))} d s \leq \int_{t_{0}}^{t} g(s) d s
$$

or, equivalently,

$$
\begin{equation*}
G(h(t))-G\left(h\left(t_{0}\right)\right) \leq \int_{t_{0}}^{t} g(s) d s \tag{2.2.3}
\end{equation*}
$$

Let $h\left(t_{0}\right)=K$. Then, inequality (2.2.3) assumes the form

$$
G(h(t)) \leq G(K)+\int_{t_{0}}^{t} g(s) d s
$$

Applying the inverse of $G$ to both sides of the latter inequality, we obtain

$$
h(t) \leq G^{-1}\left(G(K)+\int_{t_{0}}^{t} g(s) d s\right) .
$$

Hence, the conclusion of the lemma follows immediately.

Although independent of Eq. (2.2.1), the next result helps us to study non-oscillatory nature of solutions of this equation, cf. Džurina [20, Lemma 1], Györi and Ladas [32, p. 17-18, Lemma 1.5.1].

Lemma 2.2.3. Let $x(t)>0($ or $x(t)<0)$ eventually, $\tau>0$, and $p(t)$ be a continuous function, $0 \leq p(t) \leq p<1$, such that

$$
\lim _{t \rightarrow+\infty} p(t)=p_{0}
$$

Define

$$
\begin{equation*}
w(t)=x(t)+p(t) \frac{t-\tau}{t} x(t-\tau) \tag{2.2.4}
\end{equation*}
$$

If there exists a finite limit $\lim _{t \rightarrow+\infty} w(t)=c$, then

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} x(t)=\frac{c}{1+p_{0}} \tag{2.2.5}
\end{equation*}
$$

Proof. Suppose that $x(t)>0$. It is clear from (2.2.4) that $c \geq 0$ and (2.2.5) yields

$$
\liminf _{t \rightarrow+\infty} x(t) \leq \frac{c}{1+p_{0}} \leq \limsup _{t \rightarrow+\infty} x(t) .
$$

Assume that there exist $\alpha_{1}, \alpha_{2} \geq 0$ and sequences $\mu_{n}, \nu_{n}$ diverging to $+\infty$ such that

$$
\begin{aligned}
& \limsup _{t \rightarrow+\infty} x(t)=\lim _{n \rightarrow+\infty} x\left(\mu_{n}\right)=\frac{c+\alpha_{1}}{1+p_{0}}, \\
& \liminf _{t \rightarrow+\infty} x(t)=\lim _{n \rightarrow+\infty} x\left(\nu_{n}\right)=\frac{c-\alpha_{2}}{1+p_{0}} .
\end{aligned}
$$

We have to prove that $\alpha_{1}=\alpha_{2}=0$. Consider the following two cases.
Case 1. Assume that $\alpha_{1}>0$ and $\alpha_{1} \geq \alpha_{2} \geq 0$. It follows from (2.2.4) that, for any $\varepsilon>0$,

$$
\begin{equation*}
w(t) \geq x(t)+p(t) \frac{t-\tau}{t} \frac{c-\alpha_{2}-\varepsilon}{1+p_{0}} . \tag{2.2.6}
\end{equation*}
$$

Letting in (2.2.6) $t=\mu_{n}$ and passing to the limit as $n \rightarrow+\infty$, we obtain

$$
c \geq \frac{c+\alpha_{1}}{1+p_{0}}+p_{0} \frac{c-\alpha_{2}-\varepsilon}{1+p_{0}},
$$

or, equivalently,

$$
\begin{equation*}
\alpha_{1} \leq p_{0}\left(\alpha_{2}+\varepsilon\right) . \tag{2.2.7}
\end{equation*}
$$

Choose now $\varepsilon=\left(2 p_{0}\right)^{-1}\left(1-p_{0}\right) \alpha_{2}$. Since $p_{0}<1$, (2.2.7) yields

$$
\alpha_{1} \leq \frac{1}{2} \alpha_{2}\left(p_{0}+1\right)<\alpha_{2},
$$

which contradicts our initial assumption that $\alpha_{1} \geq \alpha_{2}$.

Case 2. Assume now that $\alpha_{2}>0$ and $\alpha_{2} \geq \alpha_{1} \geq 0$. Similarly to Case 1, (2.2.4) implies that, for any $\varepsilon>0$,

$$
\begin{equation*}
w(t) \leq x(t)+p(t) \frac{t-\tau}{t} \frac{c+\alpha_{1}+\varepsilon}{1+p_{0}} . \tag{2.2.8}
\end{equation*}
$$

Let in (2.2.8) $t=\nu_{n}$ and pass to the limit as $n \rightarrow+\infty$ to obtain

$$
c \leq \frac{c-\alpha_{2}}{1+p_{0}}+p_{0} \frac{c+\alpha_{1}+\varepsilon}{1+p_{0}},
$$

which is equivalent to

$$
\begin{equation*}
\alpha_{2} \leq p_{0}\left(\alpha_{1}+\varepsilon\right) . \tag{2.2.9}
\end{equation*}
$$

Choose $\varepsilon=\left(2 p_{0}\right)^{-1}\left(1-p_{0}\right) \alpha_{1}$. Using (2.2.9) and the fact that $p_{0}<1$, we conclude that

$$
\alpha_{2} \leq \frac{1}{2} \alpha_{1}\left(p_{0}+1\right)<\alpha_{1},
$$

which contradicts our assumption that $\alpha_{2} \geq \alpha_{1}$. The proof is complete.

Remark 2.2.1. In the case $p(t)=p$, Lemma 2.2.3 reduces to Džurina's result [20, Lemma 1].

The following lemma, due to Mustafa and Rogovchenko [63], is used to prove solutions of Eq. (2.2.1) can be continued to the right indefinitely.

Lemma 2.2.4 ([63, p. 346, Lemma 7]). Suppose that the function $g(s)$ is a continuous, positive and nondecreasing on $(0,+\infty)$. Assume further that

$$
\int_{t_{0}}^{+\infty} \frac{1}{g(s)} d s=+\infty
$$

Then, for every $k>0$ one has

$$
\int_{t_{0}}^{+\infty} \frac{1}{k+g(s)} d s=+\infty
$$

In the sequel, we suppose that the following conditions hold:
(A1) $f\left(t, u_{1}, u_{2}, v_{1}, v_{2}\right)$ is continuous in

$$
D=\left\{\left(t, u_{1}, u_{2}, v_{1}, v_{2}\right): t \geq t_{0} \geq 1, u_{1}, u_{2}, v_{1}, v_{2} \in \mathbb{R}\right\}
$$

(A2) there exist continuous functions $h_{1}, \ldots, h_{5}, g_{1}, \ldots, g_{4}:\left[t_{0},+\infty\right) \rightarrow\left[t_{0},+\infty\right)$ such that either

$$
\begin{equation*}
\left|f\left(t, u_{1}, u_{2}, v_{1}, v_{2}\right)\right| \leq h_{1}(t) g_{1}\left(\frac{\left|u_{1}\right|}{t}\right)+h_{2}(t) g_{2}\left(\frac{\left|u_{2}\right|}{\rho(t)}\right)+h_{3}(t) \tag{2.2.10}
\end{equation*}
$$

or

$$
\begin{equation*}
\left|f\left(t, u_{1}, u_{2}, v_{1}, v_{2}\right)\right| \leq h_{4}(t) g_{3}\left(\frac{\left|u_{1}\right|}{t}\right) g_{4}\left(\frac{\left|u_{2}\right|}{\rho(t)}\right)+h_{5}(t), \tag{2.2.11}
\end{equation*}
$$

where, for $s>0$, the functions $g_{i}(s), i=1, \ldots, 4$, are nondecreasing and

$$
\int_{t_{0}}^{+\infty} h_{i}(s) d s=H_{i}<+\infty, \quad i=1, \ldots, 5
$$

(A3) $\rho, \sigma \in C\left(\left[t_{0},+\infty\right),\left[t_{0},+\infty\right)\right), \rho(t) \leq t, \sigma(t) \leq t, \lim _{t \rightarrow+\infty} \rho(t)=+\infty$, and $\lim _{t \rightarrow+\infty} \sigma(t)=+\infty$.

For $t \geq t_{0}$, we introduce the functions $G_{1}$ and $G_{2}$ by

$$
G_{1}(t) \stackrel{\text { def }}{=} \int_{t_{0}}^{t} \frac{d s}{g_{1}(s)+g_{2}(s)}, \quad G_{2}(t) \stackrel{\text { def }}{=} \int_{t_{0}}^{t} \frac{d s}{g_{3}(s) g_{4}(s)} .
$$

Let

$$
z\left(t_{0}\right)=c_{1} \quad \text { and } \quad z^{\prime}\left(t_{0}\right)=c_{2}
$$

In what follows, we shall use the notation

$$
c_{*} \stackrel{\text { def }}{=}\left|c_{1}\right|+\left|c_{2}\right| .
$$

Further, define $z(t)$ by

$$
\begin{equation*}
z(t)=x(t)+p(t) x(t-\tau) . \tag{2.2.12}
\end{equation*}
$$

The next result provides useful estimates for solutions of Eq. (2.2.1).

Lemma 2.2.5. (i) Assume that $f\left(t, u_{1}, u_{2}, v_{1}, v_{2}\right)$ satisfies (2.2.10). Then, for all $t \geq t_{0}$, one has

$$
\begin{equation*}
\max \left[\frac{|z(t)|}{t}, \frac{|z(\rho(t))|}{\rho(t)}\right] \leq \Phi_{1}(t) \tag{2.2.13}
\end{equation*}
$$

where

$$
\begin{align*}
& \Phi_{1}(t) \stackrel{\text { def }}{=} c_{*}+\int_{t_{0}}^{t} h_{1}(s) g_{1}\left(\frac{|z(s)|}{s}\right) d s \\
& +\int_{t_{0}}^{t} h_{2}(s) g_{2}\left(\frac{|z(\rho(s))|}{\rho(s)}\right) d s+\int_{t_{0}}^{t} h_{3}(s) d s . \tag{2.2.14}
\end{align*}
$$

(ii) Assume that $f\left(t, u_{1}, u_{2}, v_{1}, v_{2}\right)$ satisfies (2.2.11). Then, for all $t \geq t_{0}$, one has

$$
\begin{equation*}
\max \left[\frac{|z(t)|}{t}, \frac{|z(\rho(t))|}{\rho(t)}\right] \leq \Phi_{2}(t) \tag{2.2.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{2}(t) \stackrel{\text { def }}{=} c_{*}+\int_{t_{0}}^{t} h_{4}(s) g_{3}\left(\frac{|z(s)|}{s}\right) g_{4}\left(\frac{|z(\rho(s))|}{\rho(s)}\right) d s+\int_{t_{0}}^{t} h_{5}(s) d s . \tag{2.2.16}
\end{equation*}
$$

Proof. Part (i). Let $x(t)$ be a non-oscillatory solution of Eq. (2.2.1). Clearly,

$$
\begin{equation*}
|z(t)| \geq|x(t)| \tag{2.2.17}
\end{equation*}
$$

and it follows from Eq. (2.2.1) that

$$
\begin{equation*}
z^{\prime \prime}(t)=-f\left(t, x(t), x(\rho(t)), x^{\prime}(t), x^{\prime}(\sigma(t))\right), \tag{2.2.18}
\end{equation*}
$$

where $z(t)$ is defined as in (2.2.12). Integrating (2.2.18) twice from $t_{0}$ to $t$, we obtain

$$
\begin{align*}
z^{\prime}(t) & =c_{2}-\int_{t_{0}}^{t} f\left(s, x(s), x(\rho(s)), x^{\prime}(s), x^{\prime}(\sigma(s))\right) d s  \tag{2.2.19}\\
z(t) & =c_{2}\left(t-t_{0}\right)+c_{1}-\int_{t_{0}}^{t}(t-s) f\left(s, x(s), x(\rho(s)), x^{\prime}(s), x^{\prime}(\sigma(s))\right) d s \tag{2.2.20}
\end{align*}
$$

It follows from (2.2.19) and (2.2.20) that, for $t \geq t_{0}$,

$$
\begin{aligned}
& \left|z^{\prime}(t)\right| \leq\left|c_{2}\right|+\int_{t_{0}}^{t}\left|f\left(s, x(s), x(\rho(s)), x^{\prime}(s), x^{\prime}(\sigma(s))\right)\right| d s \\
& |z(t)| \leq t\left(c_{*}+\int_{t_{0}}^{t}\left|f\left(s, x(s), x(\rho(s)), x^{\prime}(s), x^{\prime}(\sigma(s))\right)\right| d s\right) .
\end{aligned}
$$

Using (2.2.10), (2.2.17) and monotonicity of the functions $g_{1}$ and $g_{2}$, we have

$$
\begin{aligned}
& \left|f\left(t, x(t), x(\rho(t)), x^{\prime}(t), x^{\prime}(\sigma(t))\right)\right| \leq h_{3}(t)+h_{1}(t) g_{1}\left(\frac{|x(t)|}{t}\right) \\
& +h_{2}(t) g_{2}\left(\frac{|x(\rho(t))|}{\rho(t)}\right) \leq h_{1}(t) g_{1}\left(\frac{|z(t)|}{t}\right) \\
& \\
& +h_{2}(t) g_{2}\left(\frac{|z(\rho(t))|}{\rho(t)}\right)+h_{3}(t) .
\end{aligned}
$$

Hence, for all $t \geq t_{0}$,

$$
\begin{align*}
\left|z^{\prime}(t)\right| & \leq\left|c_{2}\right|+\int_{t_{0}}^{t} h_{1}(s) g_{1}\left(\frac{|z(s)|}{s}\right) d s \\
& +\int_{t_{0}}^{t} h_{2}(s) g_{2}\left(\frac{|z(\rho(s))|}{\rho(s)}\right) d s+\int_{t_{0}}^{t} h_{3}(s) d s \tag{2.2.21}
\end{align*}
$$

and

$$
\begin{align*}
\frac{|z(t)|}{t} & \leq c_{*}+\int_{t_{0}}^{t} h_{1}(s) g_{1}\left(\frac{|z(s)|}{s}\right) d s \\
& +\int_{t_{0}}^{t} h_{2}(s) g_{2}\left(\frac{|z(\rho(s))|}{\rho(s)}\right) d s+\int_{t_{0}}^{t} h_{3}(s) d s \tag{2.2.22}
\end{align*}
$$

from which (2.2.13) follows.
Part (ii). Assume now that $f$ satisfies (2.2.11). Following the same lines as above, we conclude that, for $t \geq t_{0}$,

$$
\begin{equation*}
\left|z^{\prime}(t)\right| \leq\left|c_{2}\right|+\int_{t_{0}}^{t} h_{4}(s) g_{3}\left(\frac{|z(s)|}{s}\right) g_{4}\left(\frac{|z(\rho(s))|}{\rho(s)}\right) d s+\int_{t_{0}}^{t} h_{5}(s) d s \tag{2.2.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{|z(t)|}{t} \leq c_{*}+\int_{t_{0}}^{t} h_{4}(s) g_{3}\left(\frac{|z(s)|}{s}\right) g_{4}\left(\frac{|z(\rho(s))|}{\rho(s)}\right) d s+\int_{t_{0}}^{t} h_{5}(s) d s \tag{2.2.24}
\end{equation*}
$$

which immediately yields (2.2.15).

The following lemma establishes existence of solutions of Eq. (2.2.1) for all $t \geq t_{0} \geq$ 1 and resembles the result proved by Mustafa and Rogovchenko [61, p. 318-319, Lemma 3.6] for the differential equation

$$
x^{\prime \prime}(t)+f\left(t, x(t), x^{\prime}(t)\right)=0, \quad t \geq t_{0} \geq 1
$$

in the case $f$ satisfies the condition

$$
|f(t, u, v)| \leq h_{1}(t) g_{1}\left(\frac{|u|}{t}\right)+h_{2}(t) g_{2}(|v|)+h_{3}(t)
$$

Lemma 2.2.6. Suppose that there exists a solution $x(t)$ of Eq. (2.2.1) defined on $[1, T)$, $1<T<+\infty$, which cannot be continued to the right of $T$.
(i) If $f\left(t, u_{1}, u_{2}, v_{1}, v_{2}\right)$ satisfies (2.2.10), then $G_{1}(+\infty)<+\infty$.
(ii) If $f\left(t, u_{1}, u_{2}, v_{1}, v_{2}\right)$ satisfies (2.2.11), then $G_{2}(+\infty)<+\infty$.

Proof. Part (i). Let $x(t)$ be a solution of Eq. (2.2.1) which is defined on $[1, T), 1<T<$ $+\infty$, and cannot be continued to the right of $T$, and let $z(t)$ be defined by (2.2.12). Using estimates (2.2.21) and (2.2.22), we conclude that, for $t \in[1, T)$,

$$
\begin{equation*}
\max \left[\frac{|z(t)|}{T}, \frac{|z(\rho(t))|}{\rho(T)}\right] \leq \max \left[\frac{|z(t)|}{t}, \frac{|z(\rho(t))|}{\rho(t)}\right] \leq \gamma(t) \tag{2.2.25}
\end{equation*}
$$

where $\gamma(t)$ is the maximal solution of the initial value problem

$$
\left\{\begin{array}{c}
\xi^{\prime}=\left(h_{1}(t)+h_{2}(t)+h_{3}(t)\right)\left(g_{1}(\xi)+g_{2}(\xi)+1\right),  \tag{2.2.26}\\
\xi(1)=\xi_{0} \stackrel{\text { def }}{=} c_{*} .
\end{array}\right.
$$

Since solution $x(t)$ of Eq. (2.2.1) cannot be continued to the right,

$$
\lim _{t \rightarrow T-}|x(t)|=+\infty
$$

which, in virtue of (2.2.17) and (2.2.25), implies $\gamma(t) \rightarrow+\infty$ as $t \rightarrow T-$. Integration of (2.2.26) yields, for $t \in[1, T)$,

$$
\begin{equation*}
\int_{\xi_{0}}^{\gamma(t)} \frac{d s}{g_{1}(s)+g_{2}(s)+1}=\int_{1}^{t}\left(h_{1}(s)+h_{2}(s)+h_{3}(s)\right) d s \tag{2.2.27}
\end{equation*}
$$

Passing in (2.2.27) to the limit as $t \rightarrow T$-, we deduce that

$$
\begin{equation*}
\int_{\xi_{0}}^{+\infty} \frac{d s}{g_{1}(s)+g_{2}(s)+1}=\int_{1}^{T}\left(h_{1}(s)+h_{2}(s)+h_{3}(s)\right) d s<+\infty . \tag{2.2.28}
\end{equation*}
$$

If $G_{1}(+\infty)=+\infty$, then, according to Lemma 2.2.4, one has

$$
\int_{\xi_{0}}^{+\infty} \frac{d s}{g_{1}(s)+g_{2}(s)+1}=+\infty
$$

which contradicts (2.2.28). Thus, Part (i) is proved.
Part (ii). Let $x(t)$ and $z(t)$ be as in Part (i). Using estimates (2.2.23) and (2.2.24), we conclude that, for $t \in[1, T)$, inequality (2.2.25) holds, where this time $\gamma(t)$ is the maximal solution of the initial value problem

$$
\left\{\begin{array}{c}
\xi^{\prime}=\left(h_{4}(t)+h_{5}(t)\right)\left(g_{3}(\xi) g_{4}(\xi)+1\right),  \tag{2.2.29}\\
\xi(1)=\xi_{0}
\end{array}\right.
$$

and $\xi_{0}$ is as above. Integrating ordinary differential equation in (2.2.29) and taking into account that $\gamma(t) \rightarrow+\infty$ as $t \rightarrow T-$, we obtain, for $t \in[1, T)$,

$$
\begin{equation*}
\int_{\xi_{0}}^{\gamma(t)} \frac{d s}{g_{3}(s) g_{4}(s)+1}=\int_{1}^{t}\left(h_{4}(s)+h_{5}(s)\right) d s \tag{2.2.30}
\end{equation*}
$$

Passing in (2.2.30) to the limit as $t \rightarrow T-$, we conclude that

$$
\begin{equation*}
\int_{\xi_{0}}^{+\infty} \frac{d s}{g_{3}(s) g_{4}(s)+1}=\int_{1}^{T}\left(h_{4}(s)+h_{5}(s)\right) d s<+\infty . \tag{2.2.31}
\end{equation*}
$$

Another application of Lemma 2.2.4 yields

$$
\int_{\xi_{0}}^{+\infty} \frac{d s}{g_{3}(s) g_{4}(s)+1}=+\infty
$$

provided that $G_{2}(+\infty)=+\infty$, which, in virtue of (2.2.31), leads to contradiction. This completes the proof of lemma.

As an immediate consequence of Lemma 2.2.6, we obtain the following important continuation result.

Corollary 2.2.1. Assume that the nonlinearity $f$ satisfies (2.2.10) (respectively, (2.2.11)) and $G_{1}(+\infty)=+\infty$ (respectively, $\left.G_{2}(+\infty)=+\infty\right)$. Then all solutions of Eq. (2.2.1) can be indefinitely continued to the right.

Next, we present a theorem related with the existence of asymptotically linear solutions.

Theorem 2.2.2. Suppose that (2.2.10) holds and $G_{1}(+\infty)=+\infty$. Then any non-oscillatory solution of Eq. (2.2.1) has the asymptotic representation

$$
\begin{equation*}
x(t)=A t+o(t), \tag{2.2.32}
\end{equation*}
$$

and there exist solutions for which $A \neq 0$.

Proof. Let $x(t)$ be a non-oscillatory solution of Eq. (2.2.1) and $z(t)$ be defined by (2.2.12). Then, by virtue of Lemma 2.2.5, (2.2.13) holds. Since $g_{1}(s)$ and $g_{2}(s)$ are nondecreasing for $s>0$, one has

$$
\begin{equation*}
g_{1}\left(\frac{|z(t)|}{t}\right) \leq g_{1}\left(\Phi_{1}(t)\right) \quad \text { and } \quad g_{2}\left(\frac{|z(\rho(t))|}{\rho(t)}\right) \leq g_{2}\left(\Phi_{1}(t)\right) . \tag{2.2.33}
\end{equation*}
$$

Taking into account (2.2.33) and the definition of $\Phi_{1}(t)$, we conclude that

$$
\Phi_{1}(t) \leq M+\int_{t_{0}}^{t} h_{1}(s) g_{1}\left(\Phi_{1}(s)\right) d s+\int_{t_{0}}^{t} h_{2}(s) g_{2}\left(\Phi_{1}(s)\right) d s
$$

where $M \stackrel{\text { def }}{=} c_{*}+H_{3}$. Observing further that

$$
\begin{aligned}
h_{1}(s) g_{2}\left(\Phi_{1}(s)\right)+h_{2}(s) g_{2}\left(\Phi_{1}(s)\right) & \leq\left(h_{1}(s)+h_{2}(s)\right) \\
& \times\left(g_{1}\left(\Phi_{1}(s)\right)+g_{2}\left(\Phi_{1}(s)\right)\right),
\end{aligned}
$$

we obtain

$$
\begin{equation*}
\Phi_{1}(t) \leq M+\int_{t_{0}}^{t}\left(h_{1}(s)+h_{2}(s)\right)\left(g_{1}\left(\Phi_{1}(s)\right)+g_{2}\left(\Phi_{1}(s)\right)\right) d s . \tag{2.2.34}
\end{equation*}
$$

Application of Lemma 2.2.2 to (2.2.34) yields

$$
\Phi_{1}(t) \leq G_{1}^{-1}\left(G_{1}(M)+\int_{t_{0}}^{t}\left(h_{1}(s)+h_{2}(s)\right) d s\right)
$$

where $G_{1}^{-1}$ is the inverse of $G_{1}$ defined for $x \in\left(G_{1}(+\infty),+\infty\right)$. Let

$$
K_{1} \stackrel{\text { def }}{=} G_{1}(M)+H_{1}+H_{2}<+\infty .
$$

Since $G_{1}^{-1}$ is increasing, we conclude that

$$
\Phi_{1}(t) \leq G_{1}^{-1}\left(K_{1}\right) \stackrel{\text { def }}{=} K_{2}<+\infty .
$$

Thus,

$$
\frac{|z(t)|}{t} \leq K_{2} \quad \text { and } \quad \frac{|z(\rho(t))|}{\rho(t)} \leq K_{2}
$$

where, in virtue of (A3), the second inequality follows from the fact

$$
|z(\rho(t))| \leq \rho(t) \Phi_{1}(t) \leq \rho(t) \Phi_{1}(\rho(t)) .
$$

On the other hand, for $t \geq t_{0}$,

$$
\begin{aligned}
\int_{t_{0}}^{t}\left|f\left(s, x(s), x(\rho(s)), x^{\prime}(s), x^{\prime}(\sigma(s))\right)\right| d s \leq & g_{1}\left(K_{2}\right) H_{1} \\
& +g_{2}\left(K_{2}\right) H_{2}+H_{3} \stackrel{\text { def }}{=} K_{3}<+\infty .
\end{aligned}
$$

Therefore,

$$
\lim _{t \rightarrow+\infty} \int_{t_{0}}^{t}\left|f\left(s, x(s), x(\rho(s)), x^{\prime}(s), x^{\prime}(\sigma(s))\right)\right| d s
$$

exists, and it follows from (2.2.19) that there exists a number $\mu \in \mathbb{R}$ such that

$$
\lim _{t \rightarrow+\infty} z^{\prime}(t)=\mu .
$$

Choosing $t_{0}$ appropriately, one can always ensure that $\mu \neq 0$. Furthermore, application of l'Hospital's rule implies that

$$
\lim _{t \rightarrow+\infty} \frac{z(t)}{t}=\lim _{t \rightarrow+\infty} z^{\prime}(t)=\mu
$$

Set $w(t)=z(t) / t$ and $u(t)=x(t) / t$. Then (2.2.12) yields

$$
w(t)=u(t)+p(t) \frac{t-\tau}{t} u(t-\tau)
$$

Taking into account that

$$
\lim _{t \rightarrow+\infty} w(t)=\lim _{t \rightarrow+\infty} \frac{z(t)}{t}=\mu \neq 0
$$

and using Lemma 2.2.3, we conclude that

$$
\lim _{t \rightarrow+\infty} u(t)=\lim _{t \rightarrow+\infty} \frac{x(t)}{t}=\frac{\mu}{1+p_{0}} \stackrel{\text { def }}{=} A .
$$

The proof is complete now.

Theorem 2.2.3. Suppose that (2.2.11) holds and $G_{2}(+\infty)=+\infty$. Then the conclusion of Theorem 2.2.2 holds.

Proof. Let $x(t)$ and $z(t)$ be as be as in Theorem 2.2.2. By Lemma 2.2.5,

$$
\begin{equation*}
\frac{|z(t)|}{t} \leq \Phi_{2}(t) \quad \text { and } \quad \frac{|z(\rho(t))|}{\rho(t)} \leq \Phi_{2}(t) . \tag{2.2.35}
\end{equation*}
$$

Using (2.2.15), (2.2.35), and monotonicity of the functions $g_{3}$ and $g_{4}$, we obtain

$$
\begin{equation*}
\Phi_{2}(t) \leq N+\int_{t_{0}}^{t} h_{4}(s) g_{3}\left(\Phi_{2}(s)\right) g_{4}\left(\Phi_{2}(s)\right) d s \tag{2.2.36}
\end{equation*}
$$

where $N \stackrel{\text { def }}{=} c_{*}+H_{5}$. Application of the Bihari inequality to (2.2.36) yields

$$
\Phi_{2}(t) \leq G_{2}^{-1}\left(G_{2}(N)+\int_{t_{0}}^{t} h_{4}(s) d s\right)
$$

where $G_{2}^{-1}$ is the inverse of $G_{2}$ defined for $x \in\left(G_{2}(+\infty),+\infty\right)$. Let

$$
K_{4} \stackrel{\text { def }}{=} G_{2}(N)+H_{4}<+\infty .
$$

Then,

$$
\Phi_{2}(t) \leq G_{2}^{-1}\left(K_{4}\right) \stackrel{\text { def }}{=} K_{5}<+\infty,
$$

and the proof is completed in the same manner as in Theorem 2.2.2.

### 2.3 Higher Order Nonlinear Neutral Differential Equations

In this section, we discuss asymptotic behavior of solutions for higher order nonlinear neutral differential equation

$$
\begin{equation*}
(x(t)+p(t) x(t-\tau))^{(n)}+f\left(t, x(t), x(\rho(t)), x^{\prime}(t), x^{\prime}(\sigma(t))\right)=0 . \tag{2.3.1}
\end{equation*}
$$

In addition, as a particular case of Eq. (2.3.1), we also consider the differential equation

$$
\begin{equation*}
(x(t)+p(t) x(t-\tau))^{(n)}+f(t, x(t), x(\rho(t)))=0 . \tag{2.3.2}
\end{equation*}
$$

### 2.3.1 Asymptotic Behavior of Solutions of Eq. (2.3.1)

Let $\mathbb{R}^{+}=[0,+\infty)$. In what follows, we suppose that
(A1) $f \in C\left(\mathbb{R}^{+} \times \mathbb{R}^{4}, \mathbb{R}\right)$, and there exist functions $\phi_{k}, \omega_{l} \in C\left(\mathbb{R}^{+}, \mathbb{R}^{+}\right), k=1, \ldots, 5$, $l=1, \ldots 4$, such that either

$$
\begin{equation*}
\left|f\left(t, u_{1}, u_{2}, v_{1}, v_{2}\right)\right| \leq \phi_{1}(t)+\phi_{2}(t) \omega_{1}\left(\frac{\left|u_{1}\right|}{t^{n-1}}\right)+\phi_{3}(t) \omega_{2}\left(\frac{\left|u_{2}\right|}{[\rho(t)]^{n-1}}\right), \tag{2.3.3}
\end{equation*}
$$

or

$$
\begin{equation*}
\left|f\left(t, u_{1}, u_{2}, v_{1}, v_{2}\right)\right| \leq \phi_{4}(t)+\phi_{5}(t) \omega_{3}\left(\frac{\left|u_{1}\right|}{t^{n-1}}\right) \omega_{4}\left(\frac{\left|u_{2}\right|}{[\rho(t)]^{n-1}}\right), \tag{2.3.4}
\end{equation*}
$$

where, for $s>0$, the functions $\omega_{l}(s)$ are positive, nondecreasing and

$$
\begin{equation*}
\int_{t_{0}}^{+\infty} \phi_{k}(s) d s=A_{k}<+\infty, \quad k=1, \ldots, 5 \tag{2.3.5}
\end{equation*}
$$

(A2) $\rho, \sigma \in C\left(\mathbb{R}^{+}, \mathbb{R}^{+}\right), \rho(t) \leq t, \sigma(t) \leq t, \lim _{t \rightarrow+\infty} \rho(t)=+\infty$, and $\lim _{t \rightarrow+\infty} \sigma(t)=+\infty ;$
(A3) $p \in C\left(\mathbb{R}^{+}, \mathbb{R}^{+}\right), 0 \leq p(t) \leq p_{*}<1$, and $\lim _{t \rightarrow+\infty} p(t)=p_{0}$.
For $t \geq t_{0}$, let

$$
\begin{aligned}
& \Psi_{1}(t) \stackrel{\text { def }}{=} \phi_{1}(t)+\phi_{2}(t)+\phi_{3}(t), \quad \Omega_{1}(t) \stackrel{\text { def }}{=} \omega_{1}(t)+\omega_{2}(t), \quad \tilde{G}_{1}(t) \stackrel{\text { def }}{=} \int_{t_{0}}^{t} \frac{d s}{\Omega_{1}(s)}, \\
& \Psi_{2}(t) \stackrel{\text { def }}{=} \phi_{4}(t)+\phi_{5}(t), \quad \Omega_{2}(t) \stackrel{\text { def }}{=} \omega_{3}(t) \omega_{4}(t), \quad \tilde{G}_{2}(t) \stackrel{\text { def }}{=} \int_{t_{0}}^{t} \frac{d s}{\Omega_{2}(s)} .
\end{aligned}
$$

The following result is a generalization of Lemma 2.2.3. Its proof follows a similar pattern and is therefore omitted, cf. Džurina [20, Lemma 1], Györi and Ladas [32, p. 17-18, Lemma 1.5.1].

Lemma 2.3.1. Let $u(t)>0($ or $u(t)<0)$ eventually, $p(t)$ satisfy (A3), and $w(t)$ be defined by

$$
\begin{equation*}
w(t)=u(t)+p(t) \frac{(t-\tau)^{n-1}}{t^{n-1}} u(t-\tau) \tag{2.3.6}
\end{equation*}
$$

If there exists a finite limit $\lim _{t \rightarrow+\infty} w(t)=c$, then

$$
\lim _{t \rightarrow+\infty} u(t)=\frac{c}{1+p_{0}} .
$$

The following result has an independent interest and is used to assure that any nonoscillatory solution of Eq. (2.3.1) can be indefinitely continued to the right.

Theorem 2.3.1. Suppose that there exists a non-oscillatory solution $x(t)$ of Eq. (2.3.1) defined on $\left[t_{0}, T\right), t_{0}<T<+\infty$, which cannot be continued to the right beyond $T$.
(i) If $f\left(t, u_{1}, u_{2}, v_{1}, v_{2}\right)$ satisfies (2.3.3), then $\tilde{G}_{1}(+\infty)<+\infty$.
(ii) If $f\left(t, u_{1}, u_{2}, v_{1}, v_{2}\right)$ satisfies (2.3.4), then $\tilde{G}_{2}(+\infty)<+\infty$.

Proof. (i) Let $x(t)$ be a non-oscillatory solution of Eq. (2.3.1) defined on $\left[t_{0}, T\right), t_{0}<$ $T<+\infty$, which cannot be continued to the right beyond $T$. Then,

$$
\begin{equation*}
\lim _{t \rightarrow T-}|x(t)|=+\infty \tag{2.3.7}
\end{equation*}
$$

Define $z(t)$ as in (2.2.12). Clearly,

$$
|z(t)| \geq|x(t)|,
$$

and it follows from Eq. (2.3.1) that

$$
z^{(n)}(t)=-f\left(t, x(t), x(\rho(t)), x^{\prime}(t), x^{\prime}(\sigma(t))\right) .
$$

Integrating the latter equation $n$ times from $t_{0}$ and $t$, one obtains, for $t \geq t_{0}$,

$$
\begin{aligned}
& z(t)={ }_{i=1}^{n-1} \frac{z^{(i)}\left(t_{0}\right)}{i!}\left(t-t_{0}\right)^{i} \\
&-\int_{t_{0}}^{t} \frac{(t-s)^{n-1}}{(n-1)!} f\left(s, x(s), x(\rho(s)), x^{\prime}(s), x^{\prime}(\sigma(s))\right) d s .
\end{aligned}
$$

Then, for $t \geq t_{0}$,

$$
|z(t)| \leq t^{n-1}\left(M+\int_{t_{0}}^{t}\left|f\left(s, x(s), x(\rho(s)), x^{\prime}(s), x^{\prime}(\sigma(s))\right)\right| d s\right)
$$

where

$$
\begin{equation*}
M=\sum_{i=1}^{n-1} \frac{\left|z^{(i)}\left(t_{0}\right)\right|}{i!} . \tag{2.3.8}
\end{equation*}
$$

Using (2.3.3), (2.2.17), and monotonicity of the functions $\omega_{i}(s)$, we obtain

$$
\begin{align*}
\left|f\left(t, x(t), x(\rho(t)), x^{\prime}(t), x^{\prime}(\sigma(t))\right)\right| & \leq \phi_{1}(t) \\
& +\phi_{2}(t) \omega_{1}\left(\frac{|z(t)|}{t^{n-1}}\right) \\
& +\phi_{3}(t) \omega_{2}\left(\frac{|z(\rho(t))|}{[\rho(t)]^{n-1}}\right), \tag{2.3.9}
\end{align*}
$$

which yields

$$
\begin{aligned}
& \frac{|z(t)|}{t^{n-1} \leq} \tilde{\Phi}_{1}(t) \stackrel{\text { def }}{=} M+\int_{t_{0}}^{t} \phi_{1}(s) d s \\
& \quad+\int_{t_{0}}^{t} \phi_{2}(s) \omega_{1}\left(\frac{|z(s)|}{s^{n-1}}\right) d s \\
&
\end{aligned}
$$

Clearly, $\tilde{\Phi}_{1}(t)$ is increasing because, for all $t \geq t_{0}$,

$$
\tilde{\Phi}_{1}^{\prime}(t)=\phi_{1}(t)+\phi_{2}(t) \omega_{1}\left(\frac{|z(t)|}{t^{n-1}}\right)+\phi_{3}(t) \omega_{2}\left(\frac{|z(\rho(t))|}{[\rho(t)]^{n-1}}\right)>0 .
$$

By the assumption (A2), one has

$$
|z(\rho(t))| \leq[\rho(t)]^{n-1} \tilde{\Phi}_{1}(\rho(t)) \leq[\rho(t)]^{n-1} \tilde{\Phi}_{1}(t),
$$

or

$$
\frac{|z(\rho(t))|}{[\rho(t)]^{n-1}} \leq \tilde{\Phi}_{1}(t)
$$

and thus, for all $t \geq t_{0}$,

$$
\begin{equation*}
\max \left[\frac{|z(t)|}{t^{n-1}}, \frac{|z(\rho(t))|}{[\rho(t)]^{n-1}}\right] \leq \tilde{\Phi}_{1}(t) \tag{2.3.10}
\end{equation*}
$$

It follows from (2.3.10) that, for $t \in\left[t_{0}, T\right)$,

$$
\begin{equation*}
\max \left[\frac{|z(t)|}{T^{n-1}}, \frac{|z(\rho(t))|}{[\rho(T)]^{n-1}}\right] \leq \max \left[\frac{|z(t)|}{t^{n-1}}, \frac{|z(\rho(t))|}{[\rho(t)]^{n-1}}\right] \leq \vartheta(t) \tag{2.3.11}
\end{equation*}
$$

where $\vartheta(t)$ is the maximal solution of the initial value problem

$$
\left\{\begin{array}{l}
\zeta^{\prime}=\Psi_{1}(t)\left(\Omega_{1}(\zeta)+1\right)  \tag{2.3.12}\\
\zeta\left(t_{0}\right)=\zeta_{0}=M
\end{array}\right.
$$

By virtue of (2.2.17) and (2.3.11), (2.3.7) implies

$$
\begin{equation*}
\lim _{t \rightarrow T-} \vartheta(t)=+\infty . \tag{2.3.13}
\end{equation*}
$$

Integration of (2.3.12) yields, for $t \in\left[t_{0}, T\right)$,

$$
\int_{\zeta_{0}}^{\vartheta(t)} \frac{d s}{\Omega_{1}(s)+1}=\int_{t_{0}}^{t} \Psi_{1}(s) d s
$$

Passing to the limit as $t \rightarrow T-$, one has

$$
\begin{equation*}
\int_{\zeta_{0}}^{+\infty} \frac{d s}{\Omega_{1}(s)+1}=\int_{t_{0}}^{T} \Psi_{1}(s) d s<+\infty . \tag{2.3.14}
\end{equation*}
$$

Since the integrals

$$
\int_{\zeta_{0}}^{+\infty} \frac{d s}{\Omega_{1}(s)+1} \quad \text { and } \quad \int_{\zeta_{0}}^{+\infty} \frac{d s}{\Omega_{1}(s)}
$$

converge or diverge simultaneously, it follows from (2.3.14) that $\tilde{G}_{1}(+\infty)<+\infty$.
(ii) Assume now that $f$ satisfies (2.3.4). By an argument similar to the one used in part (i), we conclude that, for $t \geq t_{0}$,

$$
\frac{|z(t)|}{t^{n-1}} \leq \tilde{\Phi}_{2}(t) \stackrel{\text { def }}{=} M+\int_{t_{0}}^{t}\left\{\phi_{4}(s)+\phi_{5}(s) \omega_{3}\left(\frac{|z(s)|}{s^{n-1}}\right) \omega_{4}\left(\frac{|z(\rho(s))|}{[\rho(s)]^{n-1}}\right)\right\} d s
$$

where $M$ is given by (2.3.8). With the same reasoning as above, we arrive at the estimate

$$
\begin{equation*}
\max \left[\frac{|z(t)|}{t^{n-1}}, \frac{|z(\rho(t))|}{[\rho(t)]^{n-1}}\right] \leq \tilde{\Phi}_{2}(t) \tag{2.3.15}
\end{equation*}
$$

Furthermore, we conclude that, for $t \in\left[t_{0}, T\right)$, inequality (2.3.11) holds, where $\vartheta(t)$ is the maximal solution of the initial value problem

$$
\left\{\begin{array}{l}
\zeta^{\prime}=\Psi_{2}(t)\left(\Omega_{2}(\zeta)+1\right) \\
\zeta\left(t_{0}\right)=\zeta_{0}=M
\end{array}\right.
$$

The rest of the proof follows the same lines as in part (i).

An immediate consequence of Theorem 2.3.1 and [63, Lemma 7] is the following extension result.

Corollary 2.3.1. Assume that nonlinearity $f$ satisfies (2.3.3) (respectively (2.3.4)) and $\tilde{G}_{1}(+\infty)=+\infty$ (respectively $\tilde{G}_{2}(+\infty)=+\infty$ ). Then all non-oscillatory solutions of Eq. (2.3.1) can be indefinitely continued to the right.

Theorem 2.3.2. Suppose that (2.3.3) holds and

$$
\begin{equation*}
\tilde{G}_{1}(+\infty)=+\infty \tag{2.3.16}
\end{equation*}
$$

Then any non-oscillatory solution $x(t)$ of Eq. (2.3.1) satisfies

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \frac{x(t)}{t^{n-1}}=a \tag{2.3.17}
\end{equation*}
$$

and there exist non-oscillatory solutions for which $a \neq 0$.

Proof. Let $x(t)$ be a non-oscillatory solution of Eq. (2.3.1) and $z(t)$ be defined by (2.2.12). Then, (2.3.10) holds, and

$$
\tilde{\Phi}_{1}(t) \leq M+A_{1}+\int_{t_{0}}^{t}\left[\phi_{2}(s) \omega_{1}\left(\Phi_{1}(s)\right)+\phi_{3}(s) \omega_{2}\left(\Phi_{1}(s)\right)\right] d s
$$

Observing that

$$
\phi_{2}(t) \omega_{1}\left(\tilde{\Phi}_{1}(t)\right)+\phi_{3}(t) \omega_{2}\left(\tilde{\Phi}_{1}(t)\right) \leq\left[\phi_{2}(t)+\phi_{3}(t)\right] \Omega_{1}\left(\tilde{\Phi}_{1}(t)\right)
$$

one has

$$
\tilde{\Phi}_{1}(t) \leq M+A_{1}+\int_{t_{0}}^{t}\left[\phi_{2}(s)+\phi_{3}(s)\right] \Omega_{1}\left(\tilde{\Phi}_{1}(s)\right) d s
$$

An application of Lemma 2.2.2 yields

$$
\tilde{\Phi}_{1}(t) \leq \tilde{G}_{1}^{-1}\left(\tilde{G}_{1}\left(M+A_{1}\right)+\int_{t_{0}}^{t}\left[\phi_{2}(s)+\phi_{3}(s)\right] d s\right)
$$

where $\tilde{G}_{1}^{-1}$ is the inverse of $\tilde{G}_{1}$ defined for $x \in\left(\tilde{G}_{1}(0+),+\infty\right)$. Let

$$
\tilde{K}_{1} \stackrel{\text { def }}{=} \tilde{G}_{1}\left(M+A_{1}\right)+A_{2}+A_{3}<+\infty
$$

Since $\tilde{G}_{1}^{-1}$ is increasing, we conclude that

$$
\tilde{\Phi}_{1}(t) \leq \tilde{G}_{1}^{-1}\left(\tilde{K}_{1}\right) \stackrel{\text { def }}{=} \tilde{K}_{2}<+\infty
$$

Thus, it follows from (2.3.10) and the latter inequality that

$$
\max \left[\frac{|z(t)|}{t^{n-1}}, \frac{|z(\rho(t))|}{[\rho(t)]^{n-1}}\right] \leq \tilde{K}_{2} .
$$

On the other hand, by virtue of (2.3.9), for $t \geq t_{0}$,

$$
\begin{aligned}
\int_{t_{0}}^{t} \mid f\left(s, x(s), x(\rho(s)), x^{\prime}(s),\right. & \left.x^{\prime}(\sigma(s))\right) \mid d s \\
& \\
& \leq A_{1}+A_{2} \omega_{1}\left(\tilde{K}_{2}\right) \\
& \\
& +A_{3} \omega_{2}\left(\tilde{K}_{2}\right) \stackrel{\text { def }}{=} \tilde{K}_{3}<+\infty .
\end{aligned}
$$

Therefore, the limit

$$
\lim _{t \rightarrow+\infty} \int_{t_{0}}^{t}\left|f\left(s, x(s), x(\rho(s)), x^{\prime}(s), x^{\prime}(\sigma(s))\right)\right| d s
$$

is finite, and there exists a number $q \in \mathbb{R}$ such that

$$
\begin{aligned}
q=\lim _{t \rightarrow+\infty} z^{(n-1)}(t)=z^{(n-1)}\left(t_{0}\right) & \\
& -\int_{t_{0}}^{+\infty} f\left(s, x(s), x(\rho(s)), x^{\prime}(s), x^{\prime}(\sigma(s))\right) d s .
\end{aligned}
$$

Choosing $t_{0}$ appropriately, one can always ensure that $q \neq 0$, see, for instance, Dahiya and Singh [16], Džurina [20], or Ladas [54]. Repeated application of the l'Hôpital's rule yields

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \frac{z(t)}{t^{n-1}}=\frac{q}{(n-1)!} \tag{2.3.18}
\end{equation*}
$$

Let $z(t)=t^{n-1} w(t)$ and $x(t)=t^{n-1} u(t)$. It is easy to see that, by virtue of (2.2.12), $w(t)$ satisfies (2.3.6), and it follows from (2.3.18) that

$$
\lim _{t \rightarrow+\infty} w(t)=\frac{q}{(n-1)!} .
$$

Using Lemma 2.3.1, we conclude that

$$
\lim _{t \rightarrow+\infty} u(t)=\lim _{t \rightarrow+\infty} \frac{x(t)}{t^{n-1}}=\frac{q}{\left(1+p_{0}\right)(n-1)!} \stackrel{\text { def }}{=} a \neq 0
$$

which completes the proof.

Theorem 2.3.3. Suppose that (2.3.4) is satisfied and

$$
\begin{equation*}
\tilde{G}_{2}(+\infty)=+\infty . \tag{2.3.19}
\end{equation*}
$$

Then the conclusion of Theorem 2.3.2 holds.

Proof. Let $x(t)$ and $z(t)$ be as in Theorem 2.3.1. By virtue of (2.3.15),

$$
\tilde{\Phi}_{2}(t) \leq M+A_{4}+\int_{t_{0}}^{t} \phi_{5}(s) \Omega_{2}\left(\tilde{\Phi}_{2}(s)\right) d s
$$

An application of Lemma 2.2.2 yields

$$
\tilde{\Phi}_{2}(t) \leq \tilde{G}_{2}^{-1}\left(\tilde{G}_{2}\left(M+A_{4}\right)+\int_{t_{0}}^{t} \phi_{5}(s) d s\right)
$$

where $\tilde{G}_{2}^{-1}$ is the inverse of $\tilde{G}_{2}$ defined for $x \in\left(\tilde{G}_{2}(0+),+\infty\right)$. Let

$$
\tilde{K}_{4} \stackrel{\text { def }}{=} \tilde{G}_{2}\left(M+A_{4}\right)+A_{5}<+\infty .
$$

Then, it is not hard to prove that

$$
\tilde{\Phi}_{2}(t) \leq \tilde{G}_{2}^{-1}\left(\tilde{K}_{4}\right)<+\infty
$$

and the rest of the proof resembles that of Theorem 2.3.2.

### 2.3.2 Asymptotic Behavior of Solutions of Eq. (2.3.2)

In this section, we study asymptotic behavior of solutions of Eq. (2.3.2). In what follows, we suppose that
(B1) $f \in C\left(\mathbb{R}^{+} \times \mathbb{R}^{2}, \mathbb{R}\right)$, and there exist functions $\phi_{k}, \eta_{l} \in C\left(\mathbb{R}^{+}, \mathbb{R}^{+}\right), k=1, \ldots, 5$, $l=1, \ldots, 4$, such that, for $s>0, \eta_{j}(s)$ are nondecreasing, and either

$$
\begin{equation*}
\left|f\left(t, u_{1}, u_{2}\right)\right| \geq \phi_{1}(t)+\phi_{2}(t) \eta_{1}\left(\frac{\left|u_{1}\right|}{t^{n-1}}\right)+\phi_{3}(t) \eta_{2}\left(\frac{\left|u_{2}\right|}{[\rho(t)]^{n-1}}\right) \tag{2.3.20}
\end{equation*}
$$

or

$$
\begin{equation*}
\left|f\left(t, u_{1}, u_{2}\right)\right| \geq \phi_{4}(t)+\phi_{5}(t) \eta_{3}\left(\frac{\left|u_{1}\right|}{t^{n-1}}\right) \eta_{4}\left(\frac{\left|u_{2}\right|}{[\rho(t)]^{n-1}}\right) ; \tag{2.3.21}
\end{equation*}
$$

(B2) $\rho \in C\left(\mathbb{R}^{+}, \mathbb{R}^{+}\right), \rho(t) \leq t$, and $\lim _{t \rightarrow+\infty} \rho(t)=+\infty$;
(B3) $p \in C\left(\mathbb{R}^{+}, \mathbb{R}^{+}\right), 0 \leq p(t) \leq p_{*}<1$, and $\lim _{t \rightarrow+\infty} p(t)=p_{0}$;
(B4) if $u_{1}$ and $u_{2}$ have the same sign, then $f\left(t, u_{1}, u_{2}\right)$ has that sign for all $t$ sufficiently large.

The following lemma, due to Kiguradze [45], is essential for the proof of the main result of this section.

Lemma 2.3.2 ([45]). Let $z(t)$ be an $n$ times differentiable function on $\mathbb{R}_{+}$of constant sign, $z(t) \not \equiv 0$ on $\left[t_{0},+\infty\right)$ which satisfies $z^{(n)}(t) z(t) \leq 0$. Then there is an integer $l$, $0 \leq l \leq n-1$, such that $n+l$ is even and

$$
\begin{array}{ll}
z(t) z^{(i)}(t)>0, & 0 \leq i \leq l, \\
(-1)^{n+i+1} z(t) z^{(i)}(t)>0, & l+1 \leq i \leq n .
\end{array}
$$

Theorem 2.3.4. Assume that (2.3.20) holds. If Eq. (2.3.2) has a solution $x(t)$ satisfying (2.3.17), then (2.3.5) holds for $k=1,2,3$.

Proof. Let $x(t)$ be a non-oscillatory solution of Eq. (2.3.2). Without loss of generality, we may assume that $x(t)>0$, for $t \geq t_{1} \geq t_{0}$. It follows from (2.2.12) that there exists a $t_{2}$ such that, for $t \geq t_{2}$, one has $z(t)>x(t)>0$, whereas

$$
\begin{equation*}
z^{(n)}(t)=-f(t, x(t), x(\rho(t))) \tag{2.3.22}
\end{equation*}
$$

yields that $z^{(n)}(t)<0$, for $t \geq t_{2}$. Consequently, by Lemma 2.3.2, all derivatives $z^{\prime}(t)$, $z^{\prime \prime}(t), \ldots, z^{(n-1)}(t)$ are of constant sign for sufficiently large $t$. We claim that $z^{(n-1)}(t)$ is eventually nonnegative. Indeed, assuming that there exists a $T \geq t_{2}$ such that $z^{(n-1)}(T)<$ 0 and using the fact that $z^{(n-1)}(t)$ is decreasing, we conclude that, for $t \geq T$,

$$
\begin{equation*}
z^{(n-1)}(t)<z^{(n-1)}(T)<0 . \tag{2.3.23}
\end{equation*}
$$

It follows from (2.3.23) that $\lim _{t \rightarrow+\infty} z^{(n-2)}(t)=-\infty$ and $\lim _{t \rightarrow+\infty} z(t)=-\infty$. Therefore, by (2.2.12), $x(t)$ is eventually negative, which contradicts our assumption of even-
tual positivity of $x(t)$. Thus, we have established that there exists a $t_{3} \geq t_{2}$ such that, for all $t \geq t_{3}$,

$$
\begin{equation*}
z^{(n-1)}(t) \geq 0 \tag{2.3.24}
\end{equation*}
$$

Integration of Eq. (2.3.22) yields

$$
z^{(n-1)}(t)=z^{(n-1)}\left(t_{3}\right)-\int_{t_{3}}^{t} f(s, x(s), x(\rho(s))) d s
$$

which, by (2.3.24), immediately implies that

$$
\int_{t_{3}}^{+\infty} f(s, x(s), x(\rho(s))) d s \leq z^{(n-1)}\left(t_{3}\right)<+\infty
$$

On the other hand, by (2.3.17) and (B2), there exists a $t_{4} \geq t_{3}$ such that

$$
\begin{equation*}
\frac{x(t)}{t^{n-1}}>\frac{a}{2} \quad \text { and } \quad \frac{x(\rho(t))}{[\rho(t)]^{n-1}}>\frac{a}{2} \tag{2.3.25}
\end{equation*}
$$

for all $t \geq t_{4}$. Taking into account (2.3.20), (2.3.25), and using monotonicity of the functions $\eta_{1}$ and $\eta_{2}$, we observe that

$$
\begin{aligned}
& +\infty>\int_{t_{4}}^{+\infty} f(s, x(s), x(\rho(s))) d s \\
& \quad \geq \int_{t_{4}}^{+\infty}\left[\phi_{1}(s)+\phi_{2}(s) \eta_{1}\left(\frac{x(s)}{s^{n-1}}\right)+\phi_{3}(s) \eta_{2}\left(\frac{x(\rho(s))}{[\rho(s)]^{n-1}}\right)\right] d s \\
& \quad \geq \int_{t_{4}}^{+\infty}\left[\phi_{1}(s)+\phi_{2}(s) \eta_{1}\left(\frac{a}{2}\right)+\phi_{3}(s) \eta_{2}\left(\frac{a}{2}\right)\right] d s
\end{aligned}
$$

which yields the desired conclusion.

Theorem 2.3.5. Assume that (2.3.21) holds. If Eq. (2.3.2) has a solution $x(t)$ satisfying (2.3.17), then property (2.3.5) holds for $k=4,5$.

Proof. The proof is similar to that of Theorem 2.3.4 and is therefore omitted.

Combining Theorems 2.3.2 and 2.3.4 (respectively, Theorems 2.3.3 and 2.3.5), we obtain necessary and sufficient conditions for existence of solutions of Eq. (2.3.2) that satisfy (2.3.17).

Theorem 2.3.6. Let conditions (2.3.3), (2.3.16), and (2.3.20) (respectively, (2.3.4), (2.3.19), and (2.3.21)) be satisfied. Then, a necessary and sufficient condition for Eq. (2.3.2) to have solutions $x(t)$ with the asymptotic property (2.3.17) is that (2.3.5) holds for $k=1,2,3$ (respectively, for $k=4,5)$.

Remark 2.3.7. We conclude this section by noting that Džurina formulated without proof a result [20, Theorem 2] stating that all non-oscillatory solutions of

$$
\begin{equation*}
(x(t)+p(t) x(t-\tau))^{\prime \prime}+f\left(t, x(t), x^{\prime}(t)\right)=0 \tag{2.3.26}
\end{equation*}
$$

are asymptotic to at $+b$ as $t \rightarrow+\infty$ for some $a, b \in \mathbb{R}$, under the assumption that

$$
|f(t, u, v)| \leq h(t) g\left(\frac{|u|}{t}\right)|v|
$$

where $h(t)$ is integrable on $\left[t_{0},+\infty\right)$ and $\int_{t_{0}}^{x} 1 / g(s) d s \rightarrow+\infty$ as $x \rightarrow+\infty$. However, in order to prove this assertion, in addition to the estimate (2.2.17), one has to use the inequality $\left|x^{\prime}(t)\right| \leq\left|z^{\prime}(t)\right|$ which, in general, is not satisfied for solutions of Eq. (2.3.26). This fact explains our main assumptions (2.3.3) and (2.3.4) on the nonlinearity $f$.

### 2.4 Examples

In the following examples, classification of the solutions has been done according to Kong et. al [49, Definition 2.1].

Definition 2.4.1. For $t \in[T,+\infty)$, a non-oscillatory solution $x(t)$ of equation

$$
\begin{equation*}
(x(t)-x(t-\tau))^{(n)}+p(t) x(t-\sigma)=0 \tag{2.4.1}
\end{equation*}
$$

is said to be of type $\mathcal{A}_{k}, k \in\{0, \ldots, n\}$ if $x(t)=a t^{k}+b(t)$, where $a \neq 0$ and $b(t)$ is a bounded function on $[T,+\infty)$.

For $t \in[T,+\infty)$, a non-oscillatory solution $x(t)$ of Eq. (2.4.1) is said to be of type $\mathcal{B}_{k, l}$, $k \in\{1, \ldots, n\}, l \in\{1, \ldots, k\}$ if $x(t)=a t^{k}+b(t)$, where $a \neq 0$ and $b(t)=o\left(t^{l}\right)$ as $t \rightarrow+\infty$.

For $t \in[T,+\infty)$, a non-oscillatory solution $x(t)$ of Eq. (2.4.1) is said to be of type $\mathcal{C}_{h}$ for an odd number $h \in\{1,3, \ldots, n$,$\} if$

$$
\lim _{t \rightarrow+\infty} \frac{x(t)}{t^{h-1}}=+\infty \quad \text { and } \quad \lim _{t \rightarrow+\infty} \frac{x(t)}{t^{h}}=0
$$

Example 2.4.1. For $t \geq 2$, consider the nonlinear neutral differential equation

$$
\begin{equation*}
(x(t)+p(t) x(t-1))^{\prime \prime}+a(t) \tanh \left(x^{\prime}(\sigma(t))\right)+b(t)=0, \tag{2.4.2}
\end{equation*}
$$

where

$$
\begin{gathered}
\alpha(t)=\left[(2 t+1)^{3}(t-1)^{2}\right]^{-1}, \quad a(t)=\frac{12 t^{3} \alpha(t)}{\tanh (1+2 / t)}, \\
b(t)=\alpha(t) t^{-2}\left[(4 \ln (t-1)-10) t^{4}+(5-8 \ln (t-1)) t^{3}\right. \\
\left.+(4 \ln (t-1)-3) t^{2}+4 t+1\right], \\
p(t)=\frac{t}{2 t+1} \quad \text { and } \quad \sigma(t)=\frac{t}{2} .
\end{gathered}
$$

By Theorem 2.2.2, for any non-oscillatory solution of Eq. (2.4.2), (2.2.32) holds. In fact, $x(t)=t+\ln t$ is such a solution. Observe also that this solution belongs to the class $\mathcal{B}_{1,1}$.

Example 2.4.2. For $t \geq 2$, consider the nonlinear neutral differential equation

$$
\begin{equation*}
(x(t)+p(t) x(t-1))^{\prime \prime}+a(t)\left[\frac{x^{2}(t)}{x^{2}(t)+1}\right]^{3 / 4}\left[\frac{\left(x^{\prime}(t)\right)^{2}}{\left(x^{\prime}(t)\right)^{2}+1}\right]^{1 / 4}=b(t) \tag{2.4.3}
\end{equation*}
$$

where

$$
\begin{gathered}
a(t)=\frac{28 t^{3}\left(t^{4}-t^{2}+1\right)^{3 / 4}\left(2 t^{4}+2 t^{2}+1\right)^{1 / 4}}{\left(t^{2}-1\right)^{3 / 2}\left(t^{2}+1\right)^{1 / 2}\left(2 t^{2}-t-1\right)^{3}}, \\
b(t)=\frac{2\left(18 t^{5}-6 t^{4}-8 t^{3}-3 t^{2}+3 t+1\right)}{t^{3}\left(2 t^{2}-t-1\right)^{3}} \quad \text { and } \quad p(t)=\frac{1}{2 t+1} .
\end{gathered}
$$

By Theorem 2.2.3, for any non-oscillatory solution $x(t)$ of Eq. (2.4.3), (2.2.32) holds. In fact, $x(t)=t-t^{-1}$ is such a solution. In addition, according to Definition 2.4.1, this solution is in the class $\mathcal{A}_{1}$ since $b(t)=-1 / t$ is a bounded function on $[2,+\infty)$.

Remark 2.4.1. We note that neither results reported by Džurina in [20], nor those in the references [29], [30], [31], [42], [52], [65], [66] apply to Eqs. (2.4.2) and (2.4.3).

Example 2.4.3. For $t \geq 4$, consider the second order nonlinear neutral differential equation

$$
\begin{equation*}
\left(x(t)+\frac{1}{2 t+1} x(t-1)\right)^{\prime \prime}+a(t) x(t)+b(t) \frac{x^{\prime}(t / 2)}{\sqrt{\left(x^{\prime}(t / 2)\right)^{2}+1}}=0 \tag{2.4.4}
\end{equation*}
$$

where $\alpha(t)=[(2 t+1)(t-1)]^{-3}, a(t)=-4 t^{4}\left(t^{2}+1\right)^{-1} \alpha(t)$, and

$$
b(t)=\frac{\sqrt{2}\left(-36 t^{5}+60 t^{4}-40 t^{3}-6 t^{2}+6 t+2\right)\left(t^{4}-4 t^{2}+8\right)^{1 / 2}}{t^{3}\left(t^{2}-4\right)} \alpha(t)
$$

By Theorem 2.3.2, any non-oscillatory solution of Eq. (2.4.4) satisfies (2.3.17). In fact, $x(t)=t+t^{-1}$ is such a solution. According to classification of Kong et al. [49], this solution belongs to the class $\mathcal{A}_{1}$ because $x(t)=t+b(t)$, where $b(t)$ is a bounded function on $[4,+\infty)$.

Example 2.4.4. For $t \geq 6$, consider the third order nonlinear neutral differential equation

$$
\begin{gather*}
\left(x(t)+\frac{t}{2 t+1} x(t-1)\right)^{\prime \prime \prime}+a(t) x(t)+b(t) x(t-2) \\
+c(t) \frac{\left(x^{\prime}(t)\right)^{2}+1}{\left(x^{\prime}(t)\right)^{2}+2}+d(t)=0 \tag{2.4.5}
\end{gather*}
$$

where $\beta(t)=[(t-1)(2 t+1)]^{-4}, a(t)=126 t^{5}\left(t^{3}+t^{2}+1\right)^{-1} \beta(t)$,

$$
\begin{gathered}
b(t)=-120 t^{3}(t-2)\left(t^{3}-5 t^{2}+8 t-3\right)^{-1} \beta(t), \\
c(t)=-12 \frac{4 t^{6}+4 t^{5}+3 t^{4}-4 t^{3}-2 t^{2}+1}{4 t^{6}+4 t^{5}+2 t^{4}-4 t^{3}-2 t^{2}+1} t^{2} \beta(t), \\
d(t)=\left(264 t^{5}+6 t^{4}-120 t^{3}-12 t^{2}+24 t+6\right) t^{-4} \beta(t)
\end{gathered}
$$

By Theorem 2.3.2, any non-oscillatory solution of Eq. (2.4.5) satisfies (2.3.17). In fact, $x(t)=t^{2}+t+t^{-1}$ is such a solution. In the classification suggested by Kong et al. [49], this solution belongs to the class $\mathcal{B}_{2,2}$ because $x(t)=t^{2}+b(t)$, and $b(t)=o\left(t^{2}\right)$ as $t \rightarrow \infty$.

Example 2.4.5. For $t \geq 5$, consider the third order nonlinear neutral differential equation

$$
\begin{equation*}
\left(x(t)+\frac{t}{3 t+2} x(t-1)\right)^{\prime \prime \prime}+a(t) \sqrt{x(t) x\left(\frac{t-1}{2}\right)}+b(t)=0, \tag{2.4.6}
\end{equation*}
$$

where

$$
\begin{aligned}
a(t) & =12 \sqrt{\frac{t(t-1)}{\left(t^{2}-t+1\right)\left(t^{2}-4 t+7\right)}} \times \\
& \times \frac{92 t^{7}-354 t^{6}+380 t^{5}+109 t^{4}-136 t^{3}-72 t^{2}+32 t+16}{t^{4}(t-1)^{4}(t+1)(3 t+2)^{4}}, \\
b(t) & =\frac{348 t^{4}}{(t-1)^{4}(3 t+2)^{4}} .
\end{aligned}
$$

By Theorem 2.3.3, any non-oscillatory solution of Eq. (2.4.6) satisfies (2.3.17), and $x(t)=t^{2}+t^{-1}$ is such a solution, which, according to Definition 2.4.1, belongs to the class $\mathcal{A}_{2}$ since $x(t)=t^{2}+b(t)$, where $b(t)$ is a bounded function on $[5,+\infty)$.

Remark 2.4.2. We would like to stress that theorems reported by Dahiya and Singh [16], Dahiya and Zafer [17], Džurina [20], Graef and Spikes [30], Grammatikopoulos et al. [31], Kong et al. [49], Kulcsár [52], Lacková [53], Ladas [54], M. Naito [65], Y. Naito [66], Tanaka [83] do not apply to neutral differential equations considered in Examples 2.4.3, 2.4.4, and 2.4.5.

## Chapter 3

## OSCILLATION

Oscillation theory is a rapidly developing branch of the qualitative theory of differential equations. Its foundations were laid down by the well-known results regarding zeros of solutions of self-adjoint second order differential equations obtained by Sturm [81]. Since then oscillatory properties of solutions to different classes of linear and nonlinear ordinary, functional, partial, discrete and impulsive differential equations have attracted attention of many researchers. An elevated interest to this topic has been reflected, for instance, in monographs on oscillation by Agarwal et al. [1, 2], Bainov and Mishev [6], Erbe et al. [23], Győri and Ladas [32], Kreith [50], Ladde et al. [55], Swanson [82]; chapters in monographs on asymptotic behavior of solutions of differential equations by Bellman [9], Coppel [15], Kiguradze and Chanturiya [46], Norkin [67] and survey papers by Wong [89, 90].

In this chapter, we focus on second order nonlinear neutral differential equations

$$
\begin{equation*}
\left(r(t)(x(t)+p(t) x(t-\tau))^{\prime}\right)^{\prime}+q(t) f(x(t), x(\sigma(t)))=0, \tag{3.0.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(r(t) \psi(x(t))(x(t)+p(t) x(\delta(t)))^{\prime}\right)^{\prime}+q(t) f(x(t), x(\sigma(t)))=0, \tag{3.0.2}
\end{equation*}
$$

where $t \geq t_{0}>0, \tau \geq 0$ is a constant, $\delta \geq 0, r, \sigma \in C^{1}\left(\left[t_{0},+\infty\right),(0,+\infty)\right), p, q \in$ $C\left(\left[t_{0},+\infty\right), \mathbb{R}\right), \psi \in C^{1}(\mathbb{R}, \mathbb{R})$ and $f \in C\left(\mathbb{R}^{2}, \mathbb{R}\right)$. Our aim is to provide new efficient
oscillation results for Eqs. (3.0.1) and (3.0.2).

### 3.1 Brief History

In what follows, we briefly review several important oscillation results obtained for second order neutral differential equations. Grammatikopoulos et al. [31] established that condition

$$
\int_{t_{0}}^{+\infty} q(s)(1-p(s-\sigma)) d s=+\infty
$$

ensures oscillation of a linear neutral differential equation

$$
(x(t)+p(t) x(t-\tau))^{\prime \prime}+q(t) x(t-\sigma)=0 .
$$

Sufficient conditions for the oscillation of solutions of a slightly more general neutral differential equation

$$
(x(t)+p(t) x(t-\tau))^{\prime \prime}+q(t) x(\sigma(t))=0
$$

including the case when $p=1$, were obtained by Džurina and Mihalíková [22]. By using the integral averaging method, Ruan [70] derived a number of general oscillation criteria for a nonlinear neutral differential equation

$$
\begin{equation*}
\left(r(t)(x(t)+p(t) x(t-\tau))^{\prime}\right)^{\prime}+q(t) f(x(t-\sigma))=0 \tag{3.1.1}
\end{equation*}
$$

whereas Li [56] provided classification of nonoscillatory solutions of the equation (3.1.1) and established necessary and/or sufficient conditions for the existence of eventually positive solutions. Ruan's results for equation (3.1.1) have been further improved by Li and Liu [57] who exploited a generalized Riccati transformation. Interesting applications of the integral averaging technique to oscillation of several classes of nonlinear neutral differential equations can be found in the papers by Džurina and Lacková [21], Gai et al. [26], and Xu et al. [91]. In particular, the latter paper addresses the oscillation of a
nonlinear neutral differential equation

$$
\left(r(t)(x(t)+p(t) x(t-\tau))^{\prime}\right)^{\prime}+f\left(t, x(t), x(t-\sigma), x^{\prime}(t)\right)=0,
$$

where

$$
f\left(t, x(t), x(t-\sigma), x^{\prime}(t)\right) \geq q(t) f_{1}(x(t)) f_{2}(x(t-\sigma)) g\left(x^{\prime}(t)\right),
$$

$f_{1}(x) \geq k_{1}>0, f_{2}(x) / x \geq k_{2}>0, g(x) \geq k_{3}>0$.
Recently, Shi and Wang [86] proved several oscillation criteria for equation (3.0.1), one of which we present below.

Theorem 3.1.1. Let the following conditions hold:
$\left(A_{1}\right)$ for all $t \geq t_{0}, 0 \leq p(t) \leq 1, r(t)>0, q(t) \geq 0$ and $q(t)$ is not identically zero for large $t$,
$\left(A_{2}\right) \int^{+\infty} r^{-1}(s) d s=+\infty$,
$\left(A_{3}\right)$ for all $t \geq t_{0}, \sigma(t) \leq t, \sigma^{\prime}(t)>0$, and $\lim _{t \rightarrow+\infty} \sigma(t)=+\infty$,
$\left(A_{4}\right)\left|\frac{f(x, y)}{y}\right| \geq K>0$, for $y \neq 0$, and $f(x, y)$ has the sign of $x$ and $y$ if they have the same sign.

Suppose further that there exist functions $H \in C^{1}(D, \mathbb{R}), h \in C\left(D_{0}, \mathbb{R}\right)$, and $k, \rho \in$ $C^{1}\left(\left[t_{0},+\infty\right),(0,+\infty)\right)$ satisfying
(i) $H(t, t)=0, \quad t \geq t_{0} ; \quad H(t, s)>0, \quad t>s \geq t_{0}$;
(ii) $\frac{\partial H}{\partial s}(t, s) \leq 0, \quad(t, s) \in D_{0}$;
(iii) $\frac{\partial(H(t, s) k(s))}{\partial s}+H(t, s) k(s) \frac{\rho^{\prime}(s)}{\rho(s)}=-h(t, s) \sqrt{H(t, s) k(s)}$.

Assume also that

$$
\begin{equation*}
0<\inf _{s \geq t_{0}}\left[\liminf _{t \rightarrow+\infty} \frac{H(t, s)}{H\left(t, t_{0}\right)}\right] \leq+\infty \tag{3.1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{t \rightarrow+\infty} \frac{1}{H\left(t, t_{0}\right)} \int_{t_{0}}^{t} \frac{r(\sigma(s)) \rho(s)}{\sigma^{\prime}(s)} h^{2}(t, s) d s<+\infty . \tag{3.1.3}
\end{equation*}
$$

If there exists a function $B \in C\left(\left[t_{0},+\infty\right), \mathbb{R}\right)$ such that

$$
\limsup _{t \rightarrow+\infty} \int_{t_{0}}^{t} \frac{\sigma^{\prime}(s) B_{+}^{2}(s)}{k(s) \rho(s) r(\sigma(s))} d s=+\infty
$$

and

$$
\begin{aligned}
\limsup _{t \rightarrow+\infty} \frac{1}{H(t, T)} \int_{T}^{t}[K H(t, s) k(s) \rho(s) q(s) & (1-p(\sigma(s))) \\
& \left.-\frac{r(\sigma(s)) \rho(s)}{4 \sigma^{\prime}(s)} h^{2}(t, s)\right] d s \geq B(T)
\end{aligned}
$$

for any $T \geq t_{0}$, where $B_{+}(t)=\max (B(t), 0)$, then equation (3.0.1) is oscillatory.

Džurina and Lacková [21] proved a number of oscillation criteria for differential equation

$$
\begin{equation*}
\left(r(t) \psi(x(t))(x(t)+p(t) x(\tau(t)))^{\prime}\right)^{\prime}+q(t) f(x(\sigma(t)))=0 . \tag{3.1.4}
\end{equation*}
$$

The following theorem is one of the results due to Džurina and Lacková [21].

Theorem 3.1.2 ([21, Theorem 1.1]). Let the following conditions be satisfied:
( $A_{1}$ ) for all $t \geq t_{0}, 0 \leq p(t) \leq p<1 ;$
$\left(A_{2}\right) q(t) \geq 0$ and $q(t)$ is not identically zero for large $t ;$
$\left(A_{3}\right) R(+\infty)=+\infty$, where $R(t)=\int_{t_{0}}^{t} \frac{1}{r(s)} d s$;
$\left(A_{4}\right)$ for all $t \geq t_{0}, \tau(t) \leq t, \sigma(t) \leq t, \lim _{t \rightarrow+\infty} \sigma(t)=\lim _{t \rightarrow+\infty} \tau(t)=+\infty$, and $\sigma^{\prime}(t) \geq 0 ;$
$\left(A_{5}\right) 0<m \leq \psi(u) \leq M ;$
$\left(A_{6}\right) f$ is nondecreasing, $f \in C^{1}(\mathbb{R} \backslash\{0\}, \mathbb{R})$ and, for $y \neq 0, y f(y)>0$;
$\left(A_{7}\right) f^{\prime}$ is nondecreasing in $\left(-\infty,-t^{*}\right)$ and nonincreasing in $\left(t^{*},+\infty\right)$, for some $t^{*} \geq 0$.

Suppose also that

$$
\begin{equation*}
\int^{+\infty} q(s) f( \pm N R(\sigma(s))) d s=+\infty \tag{3.1.5}
\end{equation*}
$$

for all $N>0$, and

$$
\begin{aligned}
\int^{+\infty}\left[R(\sigma(s)) q(s)-\frac{M}{4(1-p) R(\sigma(s))}\right. & \\
& \left.\times \frac{\sigma^{\prime}(s)}{r(\sigma(s)) f^{\prime}( \pm K R(\sigma(s)))}\right] d s=+\infty
\end{aligned}
$$

for some $K>0$. Then Eq. (3.1.4) is oscillatory.

To the best of our knowledge, apart from the paper by Džurina and Lacková [21], oscillation results for equations with a nonlinear neutral term involving the function $\psi(x)$ were discussed only by Wang and Yu [87] for a class of neutral differential equations with continuously distributed deviating arguments of the form

$$
\begin{aligned}
\left(r(t) \psi(x(t))\left(x(t)+\sum_{i=1}^{n} p_{i}(t) x\left(\tau_{i}(t)\right)\right)^{\prime}\right)^{\prime} & \\
& +\int_{a}^{b} q(t, s) f(y(g(t, s))) d \sigma(s)=0
\end{aligned}
$$

### 3.2 Second Order Nonlinear Neutral Differential Equations

In this section, our purpose is to strengthen oscillation results obtained for equation (3.0.1) by Shi and Wang [86] using a generalized Riccati transformation and developing ideas exploited by Rogovchenko and Tuncay [74].

Definition 3.2.1. A solution $x(t)$ is called continuable if $x(t)$ exists for all $t \geq t_{0}$. A non-constant continuable solution $x(t)$ called proper if

$$
\sup _{t \geq t_{0}}|x(t)|>0 .
$$

A proper solution $x(t)$ is called oscillatory if there exits a sequence of real numbers $\left\{t_{n}\right\}_{n=1}^{+\infty}$ diverging to $+\infty$ such that $x\left(t_{n}\right)=0$ for all $n \in \mathbb{N}$. Otherwise it is called nonoscillatory. An equation is said to be oscillatory if all its proper solutions are oscillatory.

In what follows, we use the following notations:

$$
D_{0}=\left\{(t, s): t_{0} \leq s<t<+\infty\right\}
$$

and

$$
D=\left\{(t, s): t_{0} \leq s \leq t<+\infty\right\}
$$

Definition 3.2.2. We say that a continuous function $H: D \rightarrow[0,+\infty)$ belongs to the class $\Im i f$ :
(i) $H(t, t)=0$ and $H(t, s)>0$ for $(t, s) \in D_{0}$;
(ii) H has a continuous partial derivative with respect to the second variable satisfying, for some locally integrable function $h$,

$$
\begin{equation*}
\frac{\partial H}{\partial s}(t, s)=-h(t, s) \sqrt{H(t, s)} . \tag{3.2.1}
\end{equation*}
$$

By a solution of equation (3.0.1) we mean a continuous function $x(t)$, defined on $\left[t_{x},+\infty\right)$, such that $r(t)(x(t)+p(t) x(t-\delta))^{\prime}$ is continuously differentiable and $x(t)$ satisfies (3.0.1) for $t \geq t_{x}$. In the sequel, we assume that solutions of equation (3.0.1) exist and can be continued indefinitely to the right.

Theorem 3.2.1. Let conditions $\left(A_{1}\right)-\left(A_{3}\right)$ of Theorem 3.1.1 hold with $\left(A_{4}\right)$ replaced by

$$
\left(A_{4}^{*}\right) \frac{f(x, y)}{y} \geq \kappa>0, \text { for } y \neq 0, \text { and } y f(x, y)>0, \text { for } x y>0 .
$$

Suppose that there exits a function $\rho \in C^{1}\left(\left[t_{0},+\infty\right), \mathbb{R}\right)$ such that, for some $\beta \geq 1$ and for some $H \in \Im$,

$$
\begin{equation*}
\limsup _{t \rightarrow+\infty} \frac{1}{H\left(t, t_{0}\right)} \int_{t_{0}}^{t}\left[H(t, s) \psi(s)-\frac{\beta v(s) r(\sigma(s))}{4 \sigma^{\prime}(s)} h^{2}(t, s)\right] d s=+\infty \tag{3.2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi(t)=v(t)\left[\kappa q(t)[1-p(\sigma(t))]+\sigma^{\prime}(t) \frac{r^{2}(t) \rho^{2}(t)}{r(\sigma(t))}-(r(t) \rho(t))^{\prime}\right] \tag{3.2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
v(t)=\exp \left(-2 \int^{t} \sigma^{\prime}(s) \frac{r(s) \rho(s)}{r(\sigma(s))} d s\right) . \tag{3.2.4}
\end{equation*}
$$

Then equation (3.0.1) is oscillatory.

Proof. Let $x(t)$ be a non-oscillatory solution of equation (3.0.1). Then, there exists a $T_{0} \geq t_{0}$ such that $x(t) \neq 0$ for all $t \geq T_{0}$. Without loss of generality, we may assume that $x(t)>0$ and $x(\sigma(t))>0$ for all $t \geq T_{0} \geq t_{0}$. Define

$$
z(t)=x(t)+p(t) x(t-\delta), \quad t \geq T_{0} .
$$

Obviously, for all $t \geq T_{0}, z(t) \geq x(t)>0$, and $r(t) z^{\prime}(t)$ is nonincreasing because

$$
\left(r(t) z^{\prime}(t)\right)^{\prime}=-q(t) f(x(t), x(\sigma(t))) \leq 0 .
$$

We claim that $z^{\prime}(t) \geq 0$, for all $t \geq T_{0}$. Otherwise, there should exist a $T_{1} \geq T_{0} \geq t_{0}$ such that $z^{\prime}\left(T_{1}\right)<0$, which implies that $r\left(T_{1}\right) z^{\prime}\left(T_{1}\right)<0$. Since $r(t) z^{\prime}(t)$ is nonincreasing and $q(t)$ does not eventually vanish, there exists a $T_{2} \geq T_{1}$ such that $r\left(T_{2}\right) z^{\prime}\left(T_{2}\right)<0$ and $r(t) z^{\prime}(t) \leq r\left(T_{2}\right) z^{\prime}\left(T_{2}\right)<0$, for all $t \geq T_{2}$. Thus,

$$
z^{\prime}(t) \leq r\left(T_{2}\right) z^{\prime}\left(T_{2}\right) \frac{1}{r(t)} .
$$

Integration of the latter inequality from $T_{2}$ to $t$ yields

$$
\begin{equation*}
z(t) \leq z\left(T_{2}\right)+r\left(T_{2}\right) z^{\prime}\left(T_{2}\right) \int_{T_{2}}^{t} \frac{1}{r(s)} d s \tag{3.2.5}
\end{equation*}
$$

Passing in (3.2.5) to the limit as $t \rightarrow+\infty$ and using $\left(A_{2}\right)$, we conclude that

$$
\lim _{t \rightarrow+\infty} z(t)=-\infty,
$$

which contradicts the fact that $z(t)>0$.
Note that condition $\left(A_{4}^{*}\right)$ implies that

$$
\begin{equation*}
\left(r(t) z^{\prime}(t)\right)^{\prime}+\kappa q(t) x(\sigma(t)) \leq 0 . \tag{3.2.6}
\end{equation*}
$$

On the other hand,

$$
x(t)=z(t)-p(t) x(t-\delta) \geq z(t)-p(t) z(t-\delta) \geq(1-p(t)) z(t) .
$$

Since $\lim _{t \rightarrow+\infty} \sigma(t)=+\infty$, there exists a $T_{3} \geq T_{2}>0$ such that, for all $t \geq T_{3}$,

$$
\begin{equation*}
x(\sigma(t)) \geq(1-p(\sigma(t))) z(\sigma(t)) . \tag{3.2.7}
\end{equation*}
$$

It follows from (3.2.6) and (3.2.7) that, for all $t \geq T_{3}$,

$$
\begin{equation*}
\left(r(t) z^{\prime}(t)\right)^{\prime} \leq-\kappa q(t)(1-p(\sigma(t))) z(\sigma(t)) . \tag{3.2.8}
\end{equation*}
$$

Introduce the generalized Riccati transformation by

$$
\begin{equation*}
u(t)=v(t) r(t)\left[\frac{z^{\prime}(t)}{z(\sigma(t))}+\rho(t)\right] \tag{3.2.9}
\end{equation*}
$$

where $\rho$ is a $C^{1}$ function and $v$ is defined by (3.2.4). Differentiating (3.2.9) and using (3.0.1), $\left(A_{3}\right)$ and $\left(A_{4}^{*}\right)$, after some algebra we conclude that, for all $t \geq T_{3}$,

$$
\begin{aligned}
u^{\prime}(t)= & \frac{v^{\prime}(t)}{v(t)} u(t)+v(t) \frac{\left(r(t) z^{\prime}(t)\right)^{\prime}}{z(\sigma(t))} \\
& \quad-v(t) r(t) \frac{\sigma^{\prime}(t) z^{\prime}(\sigma(t))}{z^{\prime}(t)}\left(\frac{z^{\prime}(t)}{z(\sigma(t))}\right)^{2}+v(t)(r(t) \rho(t))^{\prime} \\
\leq & \frac{v^{\prime}(t)}{v(t)} u(t)-\kappa v(t) q(t)(1-p(\sigma(t))) \\
& \quad-v(t) \sigma^{\prime}(t) \frac{r^{2}(t)}{r(\sigma(t))}\left(\frac{u(t)}{v(t) r(t)}-\rho(t)\right)^{2}+v(t)(r(t) \rho(t))^{\prime} .
\end{aligned}
$$

The latter inequality yields, for all $t \geq T_{3}$,

$$
\begin{equation*}
u^{\prime}(t) \leq-\psi(t)-\sigma^{\prime}(t) \frac{u^{2}(t)}{v(t) r(\sigma(t))} \tag{3.2.10}
\end{equation*}
$$

where $\psi$ is defined by (3.2.3). Multiplying (3.2.10) by $H(t, s)$ and integrating between $T_{3}$ and $t$, we have, for all $\beta \geq 1$ and for all $t \geq T_{3}$,

$$
\begin{gather*}
\int_{T_{3}}^{t}\left[H(t, s) \psi(s)-\frac{\beta v(s) r(\sigma(s))}{4 \sigma^{\prime}(s)} h^{2}(t, s)\right] d s \\
\leq H\left(t, T_{3}\right) u\left(T_{3}\right)-\int_{T_{3}}^{t} \frac{(\beta-1) \sigma^{\prime}(s) H(t, s)}{\beta v(s) r(\sigma(s))} u^{2}(s) d s \\
-\int_{T_{3}}^{t}\left[\sqrt{\frac{\sigma^{\prime}(s) H(t, s)}{\beta v(s) r(\sigma(s))}} u(s)+\sqrt{\frac{\beta v(s) r(\sigma(s))}{4 \sigma^{\prime}(s)}} h(t, s)\right]^{2} d s . \tag{3.2.11}
\end{gather*}
$$

Using monotonicity of $H$, we conclude that, for all $t \geq T_{3}$,

$$
\begin{aligned}
\int_{T_{3}}^{t}\left[H(t, s) \psi(s)-\frac{\beta v(s) r(\sigma(s))}{4 \sigma^{\prime}(s)} h^{2}(t, s)\right] d s & \leq H\left(t, T_{3}\right)\left|u\left(T_{3}\right)\right| \\
& \leq H\left(t, t_{0}\right)\left|u\left(T_{3}\right)\right|
\end{aligned}
$$

and, correspondingly,

$$
\begin{align*}
\int_{t_{0}}^{t}\left[H(t, s) \psi(s)-\frac{\beta v(s) r(\sigma(s))}{4 \sigma^{\prime}(s)} h^{2}(t, s)\right] d s & \leq H\left(t, t_{0}\right)\left[\left|u\left(T_{3}\right)\right|\right. \\
& \left.+\int_{t_{0}}^{T_{3}}|\psi(s)| d s\right] \tag{3.2.12}
\end{align*}
$$

By virtue of (3.2.12),

$$
\begin{aligned}
\limsup _{t \rightarrow+\infty} & \frac{1}{H\left(t, t_{0}\right)} \int_{t_{0}}^{t}\left[H(t, s) \psi(s)-\frac{\beta v(s) r(\sigma(s))}{4 \sigma^{\prime}(s)} h^{2}(t, s)\right] d s \\
& \leq\left|u\left(T_{3}\right)\right|+\int_{t_{0}}^{T_{3}}|\psi(s)| d s<+\infty
\end{aligned}
$$

which contradicts (3.2.2). Therefore, all solutions of equation (3.0.1) are oscillatory.

Remark 3.2.2. Efficient oscillation tests can be derived from Theorem 3.2.1 with the appropriate choice of the functions $H$ and $h$. For instance, the standard choice for many handy oscillation results is a Kamenev-type function H defined by

$$
\begin{equation*}
H(t, s)=(t-s)^{n-1}, \quad(t, s) \in D \tag{3.2.13}
\end{equation*}
$$

where $n>2$ is an integer. It is easily seen that the function $H$ belongs to the class $\Im$, and one chooses the function

$$
h(t, s)=(n-1)(t-s)^{(n-3) / 2}, \quad(t, s) \in D
$$

to meet the condition (ii) of Definition 3.2.2.

A consequence of Theorem 3.2.1 is the following oscillation criterion.

Corollary 3.2.1. Suppose that there exists a function $\rho \in C^{1}\left(\left[t_{0},+\infty\right), \mathbb{R}\right)$ such that, for some integer $n>2$ and for some $\beta \geq 1$,

$$
\limsup _{t \rightarrow+\infty} \frac{1}{t^{n-1}} \int_{t_{0}}^{t}(t-s)^{n-3}\left[(t-s)^{2} \psi(s)-\beta(n-1)^{2} \frac{v(s) r(\sigma(s))}{4 \sigma^{\prime}(s)}\right] d s=+\infty,
$$

where $\psi$ and $v$ are as in Theorem 3.2.1. Then equation (3.0.1) is oscillatory.

The following theorem brings improvements to the result due to Shi and Wang [86] by removing a condition similar to (3.1.3).

Theorem 3.2.3. Suppose that (3.1.2) holds. Assume also that there exist functions $H \in \Im$, $\rho \in C^{1}\left(\left[t_{0},+\infty\right), \mathbb{R}\right)$ and $\phi \in C\left(\left[t_{0},+\infty\right), \mathbb{R}\right)$ such that, for all $T \geq t_{0}$ and for some $\beta>1$,

$$
\limsup _{t \rightarrow+\infty} \frac{1}{H(t, T)} \int_{T}^{t}\left[H(t, s) \psi(s)-\frac{\beta v(s) r(\sigma(s))}{4 \sigma^{\prime}(s)} h^{2}(t, s)\right] d s \geq \phi(T)
$$

where $\psi$ and $v$ are as in Theorem 3.2.1. Suppose further that

$$
\begin{equation*}
\limsup _{t \rightarrow+\infty} \int_{t_{0}}^{t} \frac{\sigma^{\prime}(s) \phi_{+}^{2}(s)}{v(s) r(\sigma(s))} d s=+\infty \tag{3.2.14}
\end{equation*}
$$

where $\phi_{+}(t)=\max (\phi(t), 0)$. Then equation (3.0.1) is oscillatory.

Proof. Without loss of generality, assume again that equation (3.0.1) possesses a solution $x(t)$ such that $x(t)>0$ and $x(\sigma(t))>0$ on $\left[T_{0},+\infty\right)$, for some $T_{0} \geq t_{0}$. Proceeding as in the proof of Theorem 3.2.1, we arrive at the inequality (3.2.11), which yields, for all $t \geq T_{3}$ and for any $\beta>1$,

$$
\begin{aligned}
\phi\left(T_{3}\right) & \leq \limsup _{t \rightarrow+\infty} \frac{1}{H\left(t, T_{3}\right)} \int_{T_{3}}^{t}\left[H(t, s) \psi(s)-\frac{\beta v(s) r(\sigma(s))}{4 \sigma^{\prime}(s)} h^{2}(t, s)\right] d s \\
& \leq u\left(T_{3}\right)-\liminf _{t \rightarrow+\infty} \frac{1}{H\left(t, T_{3}\right)} \int_{T_{3}}^{t} \frac{(\beta-1) \sigma^{\prime}(s) H(t, s)}{\beta v(s) r(\sigma(s))} u^{2}(s) d s .
\end{aligned}
$$

The latter inequality implies that, for all $t \geq T_{3}$,

$$
\phi\left(T_{3}\right)+\liminf _{t \rightarrow+\infty} \frac{1}{H\left(t, T_{3}\right)} \int_{T_{3}}^{t} \frac{(\beta-1) \sigma^{\prime}(s) H(t, s)}{\beta v(s) r(\sigma(s))} u^{2}(s) d s \leq u\left(T_{3}\right) .
$$

Consequently,

$$
\begin{equation*}
\phi\left(T_{3}\right) \leq u\left(T_{3}\right) \tag{3.2.15}
\end{equation*}
$$

and

$$
\begin{align*}
\liminf _{t \rightarrow+\infty} & \frac{1}{H\left(t, T_{3}\right)} \int_{T_{3}}^{t} \frac{\sigma^{\prime}(s) H(t, s)}{v(s) r(\sigma(s))} u^{2}(s) d s \\
& \leq \frac{\beta}{\beta-1}\left(u\left(T_{3}\right)-\phi\left(T_{3}\right)\right)<+\infty \tag{3.2.16}
\end{align*}
$$

Assume now that

$$
\begin{equation*}
\int_{T_{3}}^{+\infty} \frac{\sigma^{\prime}(s) u^{2}(s)}{v(s) r(\sigma(s))} d s=+\infty . \tag{3.2.17}
\end{equation*}
$$

Condition (3.1.2) implies existence of a $\vartheta>0$ such that

$$
\begin{equation*}
\liminf _{t \rightarrow+\infty} \frac{H(t, s)}{H\left(t, t_{0}\right)}>\vartheta>0 . \tag{3.2.18}
\end{equation*}
$$

It follows from (3.2.17) that, for any positive constant $\eta$, there exists a $T_{4}>T_{3}$ such that, for all $t \geq T_{4}$,

$$
\begin{equation*}
\int_{T_{3}}^{t} \frac{\sigma^{\prime}(s) u^{2}(s)}{v(s) r(\sigma(s))} d s \geq \frac{\eta}{\vartheta} . \tag{3.2.19}
\end{equation*}
$$

Using integration by parts and (3.2.19), we have, for all $t \geq T_{4}$,

$$
\begin{aligned}
& \frac{1}{H\left(t, T_{3}\right)} \int_{T_{3}}^{t} H(t, s) \frac{\sigma^{\prime}(s) u^{2}(s)}{v(s) r(\sigma(s))} d s \\
& =\frac{1}{H\left(t, T_{3}\right)} \int_{T_{3}}^{t} H(t, s) d\left[\int_{T_{3}}^{s} \frac{\sigma^{\prime}(\xi) u^{2}(\xi)}{v(\xi) r(\sigma(\xi))} d \xi\right] \\
& =\frac{1}{H\left(t, T_{3}\right)} \int_{T_{3}}^{t}\left[\int_{T_{3}}^{s} \frac{\sigma^{\prime}(\xi) u^{2}(\xi)}{v(\xi) r(\sigma(\xi))} d \xi\right]\left[-\frac{\partial H}{\partial s}(t, s)\right] d s \\
& \geq \frac{1}{H\left(t, T_{3}\right)} \int_{T_{4}}^{t}\left[\int_{T_{3}}^{s} \frac{\sigma^{\prime}(\xi) u^{2}(\xi)}{v(\xi) r(\sigma(\xi))} d \xi\right]\left[-\frac{\partial H}{\partial s}(t, s)\right] d s \\
& \geq \frac{\eta}{\vartheta} \frac{1}{H\left(t, T_{3}\right)} \int_{T_{4}}^{t}\left[-\frac{\partial H}{\partial s}(t, s)\right] d s \\
& \quad=\frac{\eta}{\vartheta} \frac{H\left(t, T_{4}\right)}{H\left(t, T_{3}\right)} \geq \frac{\eta}{\vartheta} \frac{H\left(t, T_{4}\right)}{H\left(t, t_{0}\right)} .
\end{aligned}
$$

By virtue of (3.2.18), there exists a $T_{5} \geq T_{4}$ such that

$$
\frac{H\left(t, T_{4}\right)}{H\left(t, t_{0}\right)} \geq \vartheta
$$

for all $t \geq T_{5}$, which implies that

$$
\frac{1}{H\left(t, T_{3}\right)} \int_{T_{3}}^{t} H(t, s) \frac{\sigma^{\prime}(s) u^{2}(s)}{v(s) r(\sigma(s))} d s \geq \eta .
$$

Since $\eta$ is an arbitrary positive constant,

$$
\liminf _{t \rightarrow+\infty} \frac{1}{H\left(t, T_{3}\right)} \int_{T_{3}}^{t} H(t, s) \frac{\sigma^{\prime}(s) u^{2}(s)}{v(s) r(\sigma(s))} d s=+\infty,
$$

and the latter contradicts (3.2.16). Consequently,

$$
\int_{T_{3}}^{+\infty} \frac{\sigma^{\prime}(s) u^{2}(s)}{v(s) r(\sigma(s))} d s<+\infty
$$

and, by virtue of (3.2.15),

$$
\int_{T_{3}}^{+\infty} \frac{\sigma^{\prime}(s) \phi_{+}^{2}(s)}{v(s) r(\sigma(s))} d s \leq \int_{T_{3}}^{+\infty} \frac{\sigma^{\prime}(s) u^{2}(s)}{v(s) r(\sigma(s))} d s<+\infty
$$

which contradicts (3.2.14). Therefore, equation (3.0.1) is oscillatory.

Choosing $H$ as in Corollary 3.2.1, we observe that condition (3.1.2) holds because

$$
\lim _{t \rightarrow+\infty} \frac{H(t, s)}{H\left(t, t_{0}\right)}=\lim _{t \rightarrow+\infty} \frac{(t-s)^{n-1}}{\left(t-t_{0}\right)^{n-1}}=1
$$

Thus, we derive from Theorem 3.2.3 a useful oscillation test for equation (3.0.1).

Corollary 3.2.2. Assume that there exist functions $\rho \in C^{1}\left(\left[t_{0},+\infty\right), \mathbb{R}\right)$ and $\phi \in C\left(\left[t_{0},+\infty\right), \mathbb{R}\right)$ such that, for all $T \geq t_{0}$, some integer $n>2$ and for some $\beta>1$,

$$
\begin{aligned}
\limsup _{t \rightarrow+\infty} \frac{1}{t^{n-1}} \int_{T}^{t}(t-s)^{n-3}\left[(t-s)^{2} \psi(s)-\beta(n-1)^{2} \frac{v(s) r(\sigma(s))}{4 \sigma^{\prime}(s)}\right] d s & \\
& \geq \phi(T)
\end{aligned}
$$

Suppose also that (3.2.14) holds, where $\psi, v$ and $\phi_{+}$are as in Theorem 3.2.3. Then equation (3.0.1) is oscillatory.

The result that follows is an immediate consequence of properties of the limits.

Theorem 3.2.4. Let (3.1.2) be satisfied. Assume also that there exist functions $H \in \Im$, $\rho \in C^{1}\left(\left[t_{0},+\infty\right), \mathbb{R}\right)$ and $\phi \in C\left(\left[t_{0},+\infty\right), \mathbb{R}\right)$ such that, for all $T \geq t_{0}$ and for some $\beta>1$,

$$
\liminf _{t \rightarrow+\infty} \frac{1}{H(t, T)} \int_{T}^{t}\left[H(t, s) \psi(s)-\frac{\beta v(s) r(\sigma(s))}{4 \sigma^{\prime}(s)} h^{2}(t, s)\right] d s \geq \phi(T)
$$

where $\psi, v$, and $\phi_{+}$are as in Theorem 3.2.3. Suppose further that (3.2.14) holds. Then equation (3.0.1) is oscillatory.

Proof. The conclusion of the theorem follows immediately from the properties of the limits

$$
\begin{aligned}
\phi(T) & \leq \liminf _{t \rightarrow+\infty} \frac{1}{H(t, T)} \int_{T}^{t}\left[H(t, s) \psi(s)-\frac{\beta v(s) r(\sigma(s))}{4 \sigma^{\prime}(s)} h^{2}(t, s)\right] d s \\
& \leq \limsup _{t \rightarrow+\infty} \frac{1}{H(t, T)} \int_{T}^{t}\left[H(t, s) \psi(s)-\frac{\beta v(s) r(\sigma(s))}{4 \sigma^{\prime}(s)} h^{2}(t, s)\right] d s
\end{aligned}
$$

and Theorem 3.2.3.

The following result, analogous to Corollary 3.2.2, is derived by choosing a Kamenevtype function $H(t, s)=(t-s)^{n-1}$.

Corollary 3.2.3. Assume that there exist functions $\rho \in C^{1}\left(\left[t_{0},+\infty\right), \mathbb{R}\right)$ and $\phi \in C\left(\left[t_{0},+\infty\right), \mathbb{R}\right)$ such that, for all $T \geq t_{0}$, for some integer $n>2$, and for some $\beta>1$,

$$
\liminf _{t \rightarrow+\infty} \frac{1}{t^{n-1}} \int_{T}^{t}(t-s)^{n-3}\left[(t-s)^{2} \psi(s)-\beta(n-1)^{2} \frac{v(s) r(\sigma(s))}{4 \sigma^{\prime}(s)}\right] d s \geq \phi(T) .
$$

Suppose also that (3.2.14) holds, where $\psi, v$, and $\phi_{+}$are as in Theorem 3.2.3. Then equation (3.0.1) is oscillatory.

Consider now Eq. (3.0.2). Similarly, by a solution of Eq. (3.0.2) we mean a continuous function $x(t)$, defined on $\left[t_{*}, T\right)$, such that

$$
r(t) \psi(x(t))(x(t)+p(t) x(\delta(t)))^{\prime}
$$

is continuously differentiable and $x(t)$ satisfies (3.0.2) for $t \in\left[t_{*}, T\right)$. Our aim is to extend and improve oscillation results obtained by Džurina and Lacková [21] by developing ideas suggested by Rogovchenko and Tuncay [76]. Oscillation criteria we will provide for Eq. (3.0.2) prove to be more efficient compared to known results even for less general classes of equations, including, for instance, Eq. (3.1.4) and alike.

We start our discussion with an auxiliary lemma.

Lemma 3.2.1. Assume that conditions $\left(A_{2}\right)-\left(A_{5}\right)$ of Theorem 3.1.2 hold with $\left(A_{1}\right)$ and ( $A_{6}$ ) replaced respectively by

$$
\begin{aligned}
& \left(A_{1}^{*}\right) \text { for all } t \geq t_{0}, 0 \leq p(t) \leq 1 \\
& \left(A_{6}^{*}\right) \text { for } y \neq 0, \frac{f(x, y)}{y} \geq \kappa>0 \text { and, for } x y>0, y f(x, y)>0 .
\end{aligned}
$$

Let $x(t)$ be an eventually positive solution of Eq. (3.0.2). For $t \geq t_{0}$, define

$$
\begin{equation*}
z(t)=x(t)+p(t) x(\delta(t)) . \tag{3.2.20}
\end{equation*}
$$

Then $z^{\prime}(t) \geq 0$.

Proof. Without loss of generality, we may assume that $x(t)>0$ and $x(\sigma(t))>0$, for all $t \geq T_{0} \geq t_{0}$. Similar arguments apply when $x(t)<0$ and $x(\sigma(t))<0$. Then, for all $t \geq T_{0}, z(t) \geq x(t)>0$ and $r(t) \psi(x(t)) z^{\prime}(t)$ is nonincreasing since

$$
\left(r(t) \psi(x(t)) z^{\prime}(t)\right)^{\prime}=-q(t) f(x(t), x(\sigma(t))) \leq 0
$$

Suppose, contrary to our assertion, that there exists a $T_{1} \geq T_{0}$ such that $z^{\prime}\left(T_{1}\right)<0$. Consequently, $r\left(T_{1}\right) \psi\left(x\left(T_{1}\right)\right) z^{\prime}\left(T_{1}\right)<0$. Since $r(t) \psi(x(t)) z^{\prime}(t)$ is nonincreasing and $q(t)$ does not eventually vanish, there exists a $T_{2} \geq T_{1}$ such that

$$
r\left(T_{2}\right) \psi\left(x\left(T_{2}\right)\right) z^{\prime}\left(T_{2}\right)<0
$$

and

$$
r(t) \psi(x(t)) z^{\prime}(t) \leq r\left(T_{2}\right) \psi\left(x\left(T_{2}\right)\right) z^{\prime}\left(T_{2}\right)<0,
$$

for all $t \geq T_{2}$. Thus,

$$
z^{\prime}(t) \leq \frac{r\left(T_{2}\right) \psi\left(x\left(T_{2}\right)\right) z^{\prime}\left(T_{2}\right)}{\psi(x(t))} \frac{1}{r(t)}
$$

$$
\leq \frac{r\left(T_{2}\right) \psi\left(x\left(T_{2}\right)\right) z^{\prime}\left(T_{2}\right)}{m} \frac{1}{r(t)} .
$$

Integration of the latter inequality from $T_{2}$ to $t$ yields

$$
\begin{equation*}
z(t) \leq z\left(T_{2}\right)+\frac{r\left(T_{2}\right) \psi\left(x\left(T_{2}\right)\right) z^{\prime}\left(T_{2}\right)}{m} \int_{T_{2}}^{t} \frac{1}{r(s)} d s \tag{3.2.21}
\end{equation*}
$$

Passing in (3.2.21) to the limit as $t \rightarrow+\infty$ and using $\left(A_{2}\right)$, we conclude that

$$
\lim _{t \rightarrow+\infty} z(t)=-\infty,
$$

which contradicts the fact that the function $z(t)$ is eventually positive.

Remark 3.2.5. Under the conditions of Lemma 3.2.1, for an eventually negative solution $x(t)$ of Eq. (3.0.2), one has $z^{\prime}(t) \leq 0$.

Theorem 3.2.6. Let the conditions $\left(A_{1}^{*}\right),\left(A_{2}\right)-\left(A_{5}\right)$ and $\left(A_{6}^{*}\right)$ hold. Suppose that there exists a function $\rho \in C^{1}\left(\left[t_{0},+\infty\right), \mathbb{R}\right)$ such that, for some $\beta \geq 1$ and for some $H \in \Im$,

$$
\begin{align*}
\limsup _{t \rightarrow+\infty} \frac{1}{H\left(t, t_{0}\right)} \int_{t_{0}}^{t}\left[H(t, s) \vartheta(s)-\frac{\beta M v(s)}{4}\right. & \\
& \left.\times \frac{r(\sigma(s))}{\sigma^{\prime}(s)} h^{2}(t, s)\right] d s=+\infty \tag{3.2.22}
\end{align*}
$$

where

$$
\begin{align*}
& \vartheta(t)=v(t)[\kappa q(t)(1-p(\sigma(t)))+ \\
&  \tag{3.2.23}\\
& \left.\quad \frac{1}{M} \frac{\sigma^{\prime}(t) \rho^{2}(t)}{r(\sigma(t))}-\rho^{\prime}(t)\right]
\end{align*}
$$

and

$$
\begin{equation*}
v(t)=\exp \left(-\frac{2}{M} \int^{t} \frac{\sigma^{\prime}(s) \rho(s)}{r(\sigma(s))} d s\right) . \tag{3.2.24}
\end{equation*}
$$

Then Eq. (3.0.2) is oscillatory.

Proof. Let $x(t)$ be a nonoscillatory solution of Eq. (3.0.2). Then, there exists a $T_{0} \geq t_{0}$ such that $x(t) \neq 0$ for all $t \geq T_{0}$. Without loss of generality, suppose that $x(t)>0$ and $x(\sigma(t))>0$, for all $t \geq T_{0}$. It follows from $\left(A_{6}^{*}\right)$ that

$$
\begin{equation*}
\left(r(t) \psi(x(t)) z^{\prime}(t)\right)^{\prime}+\kappa q(t) x(\sigma(t)) \leq 0 . \tag{3.2.25}
\end{equation*}
$$

By Lemma $1, z(t)$ is nondecreasing. Therefore,

$$
\begin{align*}
& x(t)=z(t)-p(t) x(\delta(t)) \\
&  \tag{3.2.26}\\
& \\
& \geq z(t)-p(t) z(\delta(t)) \geq(1-p(t)) z(t) .
\end{align*}
$$

Since $\sigma(t) \rightarrow+\infty$ as $t \rightarrow+\infty$, there exists a $T_{1} \geq T_{0}$ such that, for all $t \geq T_{1}$,

$$
x(\sigma(t)) \geq(1-p(\sigma(t))) z(\sigma(t)) .
$$

By virtue of (3.2.25) and (3.2.26), it follows that, for all $t \geq T_{1}$,

$$
\left(r(t) \psi(x(t)) z^{\prime}(t)\right)^{\prime} \leq-\kappa q(t)(1-p(\sigma(t))) z(\sigma(t)) .
$$

Let

$$
\begin{equation*}
u(t)=v(t)\left[\frac{r(t) \psi(x(t)) z^{\prime}(t)}{z(\sigma(t))}+\rho(t)\right] \tag{3.2.27}
\end{equation*}
$$

where $\rho$ is a $C^{1}$ function and $v$ is defined by (3.2.24). Differentiating (3.2.27), using (3.0.2) and conditions $\left(A_{3}\right)-\left(A_{5}\right)$, we conclude that, for all $t \geq T_{1}$,

$$
\begin{aligned}
u^{\prime}(t)=\frac{v^{\prime}(t)}{v(t)} u(t) & +v(t)\left[\frac{\left(r(t) \psi(x(t)) z^{\prime}(t)\right)^{\prime}}{z(\sigma(t))}\right. \\
& \left.-\frac{\sigma^{\prime}(t) z^{\prime}(\sigma(t))}{r(t) \psi(x(t)) z^{\prime}(t)}\left[\frac{u(t)}{v(t)}-\rho(t)\right]^{2}+\rho^{\prime}(t)\right] \\
\leq & v(t)\left[-\kappa q(t)\left(1-p(\sigma(t))-\frac{\sigma^{\prime}(t) u^{2}(t)}{M r(\sigma(t)) v^{2}(t)}\right.\right. \\
& \left.+\frac{2 \sigma^{\prime}(t) u(t) \rho(t)}{M r(\sigma(t)) v(t)}-\frac{\sigma^{\prime}(t) \rho^{2}(t)}{M r(\sigma(t))}+\rho^{\prime}(t)\right]
\end{aligned} \quad+\frac{v^{\prime}(t)}{v(t)} u(t) . . ~ \$
$$

The latter inequality yields, for all $t \geq T_{1}$,

$$
\begin{equation*}
u^{\prime}(t) \leq-\vartheta(t)-\sigma^{\prime}(t) \frac{u^{2}(t)}{M r(\sigma(t)) v(t)} \tag{3.2.28}
\end{equation*}
$$

where $\vartheta$ is defined by (3.2.23). Multiplying (3.2.28) by $H(t, s)$ and integrating from $T_{1}$ to $t$, we have, for all $\beta \geq 1$ and for all $t \geq T_{1}$,

$$
\begin{aligned}
& \int_{T_{1}}^{t}\left[H(t, s) \vartheta(s)-\frac{\beta M r(\sigma(s)) v(s)}{4 \sigma^{\prime}(s)} h^{2}(t, s)\right] d s \\
& \leq H\left(t, T_{1}\right) u\left(T_{1}\right) \\
&-\int_{T_{1}}^{t} \frac{(\beta-1) \sigma^{\prime}(s) H(t, s)}{\beta M r(\sigma(s)) v(s)} u^{2}(s) d s
\end{aligned}
$$

$$
\begin{align*}
-\int_{T_{1}}^{t}\left[\sqrt{\frac{\sigma^{\prime}(s) H(t, s)}{\beta M r(\sigma(s)) v(s)}} u(s)\right. & \\
& \left.+\sqrt{\frac{\beta M r(\sigma(s)) v(s)}{4 \sigma^{\prime}(s)}} h(t, s)\right]^{2} d s \tag{3.2.29}
\end{align*}
$$

Using monotonicity of $H$, we conclude that, for all $t \geq T_{1}$,

$$
\begin{aligned}
\int_{T_{1}}^{t}\left[H(t, s) \vartheta(s)-\frac{\beta M r(\sigma(s)) v(s)}{4 \sigma^{\prime}(s)} h^{2}(t, s)\right] & d s \\
& \leq H\left(t, T_{1}\right)\left|u\left(T_{1}\right)\right| \leq H\left(t, t_{0}\right)\left|u\left(T_{1}\right)\right|
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{t_{0}}^{t}\left[H(t, s) \vartheta(s)-\frac{\beta M r(\sigma(s)) v(s)}{4 \sigma^{\prime}(s)} h^{2}(t, s)\right] & d s \\
& \leq H\left(t, t_{0}\right)\left[\left|u\left(T_{1}\right)\right|+\int_{t_{0}}^{T_{1}} \vartheta(s) d s\right] .
\end{aligned}
$$

The latter inequality implies that, for all $t \geq t_{0}$,

$$
\begin{aligned}
\limsup _{t \rightarrow+\infty} \frac{1}{H\left(t, t_{0}\right)} \int_{t_{0}}^{t}\left[H(t, s) \vartheta(s)-\frac{\beta M v(s)}{4}\right. & \\
& \left.\times \frac{r(\sigma(s))}{\sigma^{\prime}(s)} h^{2}(t, s)\right] d s \\
& \leq\left|u\left(T_{1}\right)\right|+\int_{t_{0}}^{T_{1}} \vartheta(s) d s<+\infty,
\end{aligned}
$$

which contradicts (3.2.22). Thus, all solutions of Eq. (3.0.2) are oscillatory.

Due to Theorem 3.2.6, useful oscillation criteria can be deduced by introducing a Kamenev-type function. For instance, the following result is obtained by choosing the function (3.2.13).

Corollary 3.2.4. Suppose that there exist functions $\rho \in C^{1}\left(\left[t_{0},+\infty\right), \mathbb{R}\right)$ and $\varphi \in$ $C\left(\left[t_{0},+\infty\right), \mathbb{R}\right)$ such that, for all $T \geq t_{0}$, for some integer $n>3$ and for some $\beta \geq 1$,

$$
\begin{align*}
\limsup _{t \rightarrow+\infty} \frac{1}{t^{n-1}} \int_{t_{0}}^{t}(t-s)^{n-3}\left[(t-s)^{2} \vartheta(s)-\right. & \frac{\beta(n-1)^{2}}{4} \\
& \left.\times \frac{M v(s) r(\sigma(s))}{\sigma^{\prime}(s)}\right] d s=+\infty, \tag{3.2.30}
\end{align*}
$$

where $\vartheta$ and $v$ are as in Theorem 3.2.6. Then Eq. (3.0.2) is oscillatory.

Theorem 3.2.7. Suppose that (3.1.2) holds. Assume also that there exist functions $H \in \Im$, $\rho \in C^{1}\left(\left[t_{0},+\infty\right), \mathbb{R}\right)$ and $\varphi \in C\left(\left[t_{0},+\infty\right), \mathbb{R}\right)$ such that, for all $T \geq t_{0}$ and for some $\beta>1$,

$$
\begin{align*}
\limsup _{t \rightarrow+\infty} \frac{1}{H(t, T)} \int_{T}^{t}\left[H(t, s) \vartheta(s)-\frac{\beta M v(s)}{4}\right. & \\
& \left.\times \frac{r(\sigma(s))}{\sigma^{\prime}(s)} h^{2}(t, s)\right] d s \geq \varphi(T) \tag{3.2.31}
\end{align*}
$$

where $\vartheta, \varphi_{+}$and $v$ are as in Theorem 3.2.6. Suppose finally that

$$
\begin{equation*}
\limsup _{t \rightarrow+\infty} \int_{t_{0}}^{t} \frac{\sigma^{\prime}(s) \varphi_{+}^{2}(s)}{v(s) r(\sigma(s))} d s=+\infty . \tag{3.2.32}
\end{equation*}
$$

Then Eq. (3.0.2) is oscillatory.

Proof. Without loss of generality, we may assume that Eq. (3.0.2) has a solution $x(t)$ such that $x(t)>0$ and $x(\sigma(t))>0$ on $\left[T_{0},+\infty\right)$, for some $T_{0} \geq t_{0}$. Then (3.2.29) holds and, for all $t \geq T_{1}$ and for all $\beta>1$,

$$
\begin{aligned}
& u\left(T_{1}\right) \geq \varphi\left(T_{1}\right) \\
& \quad+\liminf _{t \rightarrow+\infty} \frac{1}{H\left(t, T_{1}\right)} \int_{T_{1}}^{t} H(t, s) \frac{(\beta-1) \sigma^{\prime}(s)}{\beta M r(\sigma(s)) v(s)} u^{2}(s) d s .
\end{aligned}
$$

Consequently,

$$
u\left(T_{1}\right) \geq \varphi\left(T_{1}\right)
$$

and

$$
\begin{align*}
\liminf _{t \rightarrow+\infty} \frac{1}{H\left(t, T_{1}\right)} \int_{T_{1}}^{t} H(t, s) \frac{\sigma^{\prime}(s)}{r(\sigma(s)) v(s)} & u^{2}(s) d s \\
& \leq \frac{\beta M}{\beta-1}\left(u\left(T_{1}\right)-\varphi\left(T_{1}\right)\right)<+\infty . \tag{3.2.33}
\end{align*}
$$

Assume that

$$
\begin{equation*}
\int_{T_{1}}^{+\infty} \frac{\sigma^{\prime}(s) u^{2}(s)}{r(\sigma(s)) v(s)} d s=+\infty . \tag{3.2.34}
\end{equation*}
$$

By condition (3.1.2), there exists a constant $\eta$ such that

$$
\begin{equation*}
\inf _{s \geq t_{0}}\left[\liminf _{t \rightarrow+\infty} \frac{H(t, s)}{H\left(t, t_{0}\right)}\right]>\eta>0 . \tag{3.2.35}
\end{equation*}
$$

If follows from the assumption (3.2.34) that, for any positive constant $\nu$, there exists a $T_{2}>T_{1}$ such that, for all $t \geq T_{2}$,

$$
\begin{equation*}
\int_{T_{1}}^{t} \frac{\sigma^{\prime}(s) u^{2}(s)}{r(\sigma(s)) v(s)} d s \geq \frac{\nu}{\eta}>0 \tag{3.2.36}
\end{equation*}
$$

Using integration by parts and (3.2.36), we have, for all $t \geq T_{2}$,

$$
\begin{aligned}
& \frac{1}{H\left(t, T_{1}\right)} \int_{T_{1}}^{t} H(t, s) \frac{\sigma^{\prime}(s) u^{2}(s)}{r(\sigma(s)) v(s)} d s \\
& =\frac{1}{H\left(t, T_{1}\right)} \int_{T_{1}}^{t} H(t, s) d\left[\int_{T_{1}}^{s} \frac{\sigma^{\prime}(\xi) u^{2}(\xi)}{r(\sigma(\xi)) v(\xi)} d \xi\right] \\
& \geq \frac{1}{H\left(t, T_{1}\right)} \int_{T_{2}}^{t}\left[\int_{T_{1}}^{t} \frac{\sigma^{\prime}(\xi) u^{2}(\xi)}{r(\sigma(\xi)) v(\xi)} d \xi\right]\left[-\frac{\partial H}{\partial s}(t, s)\right] d s \\
& \geq \frac{\nu}{\eta} \frac{1}{H\left(t, T_{1}\right)} \int_{T_{2}}^{t}\left[-\frac{\partial H}{\partial s}(t, s)\right] d s \\
& \\
& \quad=\frac{\nu}{\eta} \frac{H\left(t, T_{2}\right)}{H\left(t, T_{1}\right)} \geq \frac{\nu}{\eta} \frac{H\left(t, T_{2}\right)}{H\left(t, t_{0}\right)} .
\end{aligned}
$$

Inequality (3.2.35) implies that there exists a $T_{3} \geq T_{2}$ such that

$$
\frac{H\left(t, T_{2}\right)}{H\left(t, t_{0}\right)} \geq \eta
$$

for all $t \geq T_{3}$, which yields

$$
\frac{1}{H\left(t, T_{1}\right)} \int_{T_{1}}^{t} H(t, s) \frac{\sigma^{\prime}(s) u^{2}(s)}{r(\sigma(s)) v(s)} d s \geq \nu .
$$

Since $\nu$ is an arbitrary positive constant,

$$
\liminf _{t \rightarrow+\infty} \frac{1}{H\left(t, T_{1}\right)} \int_{T_{1}}^{t} H(t, s) \frac{\sigma^{\prime}(s) u^{2}(s)}{r(\sigma(s)) v(s)} d s=+\infty .
$$

But the latter contradicts (3.2.33). Therefore,

$$
\int_{T_{1}}^{+\infty} \frac{\sigma^{\prime}(s) u^{2}(s)}{r(\sigma(s)) v(s)} d s<+\infty .
$$

Then,

$$
\int_{T_{1}}^{+\infty} \frac{\sigma^{\prime}(s) \varphi_{+}^{2}(s)}{r(\sigma(s)) v(s)} d s \leq \int_{T_{1}}^{+\infty} \frac{\sigma^{\prime}(s) u^{2}(s)}{r(\sigma(s)) v(s)} d s<+\infty .
$$

Hence, a contradiction with the assumption (3.2.32).

Choosing $H$ as in (3.2.13), one obtains from Theorem 3.2.7 the following useful proposition.

Corollary 3.2.5. Suppose that there exist functions $\rho \in C^{1}\left(\left[t_{0},+\infty\right), \mathbb{R}\right)$ and $\varphi \in$ $C\left(\left[t_{0},+\infty\right), \mathbb{R}\right)$ such that, for all $T \geq t_{0}$, for some integer $n>3$ and for some $\beta>1$,

$$
\begin{align*}
\limsup _{t \rightarrow+\infty} \frac{1}{t^{n-1}} \int_{T}^{t}(t-s)^{n-3}\left[(t-s)^{2} \vartheta(s)-\right. & \frac{\beta M(n-1)^{2}}{4} \\
& \left.\times \frac{v(s) r(\sigma(s))}{\sigma^{\prime}(s)}\right] d s \geq \varphi(T) . \tag{3.2.37}
\end{align*}
$$

Assume also that (3.2.32) holds, where $\vartheta, v$ and $\varphi_{+}$are as in Theorem 3.2.6. Then Eq. (3.0.2) is oscillatory.

Theorem 3.2.8. Assume that conditions of Theorem 3.2.7 hold except that (3.2.31) is replaced with

$$
\begin{aligned}
\liminf _{t \rightarrow+\infty} \frac{1}{H(t, T)} \int_{T}^{t}\left[H(t, s) \vartheta(s)-\frac{\beta M v(s)}{4}\right. & \\
& \left.\quad \times \frac{r(\sigma(s))}{\sigma^{\prime}(s)} h^{2}(t, s)\right] d s \geq \varphi(T) .
\end{aligned}
$$

Then, assertion of Theorem 3.2.7 remains intact.

Proof. The conclusion follows immediately from the properties of the limits and Theorem 3.2.7.

The following result is derived by choosing again a Kamenev-type function (3.2.13).

Corollary 3.2.6. Assume that conditions of Corollary 3.2.5 hold with the condition (3.2.37) being replaced by

$$
\begin{aligned}
\liminf _{t \rightarrow+\infty} \frac{1}{t^{n-1}} \int_{T}^{t}(t-s)^{n-3}\left[(t-s)^{2} \vartheta(s)-\frac{\beta M(n-1)^{2}}{4}\right. & \\
& \left.\times \frac{v(s) r(\sigma(s))}{\sigma^{\prime}(s)}\right] d s \geq \varphi(T)
\end{aligned}
$$

Then, conclusion of Corollary 3.2.5 holds.

Remark 3.2.9. Observe that a variety of new oscillation criteria can be obtained from the general Theorems 3.2.1, 3.2.3, 3.2.4, 3.2.6, 3.2.7 and 3.2.8 with different choices of $H$ and $h$. For instance, one may take the pairs

$$
H(t, s)=\ln ^{n-1}\left(\frac{t}{s}\right)
$$

and

$$
h(t, s)=\frac{n-1}{s}\left[\ln \left(\frac{t}{s}\right)\right]^{(n-3) / 2}
$$

or

$$
H(t, s)=\left(e^{t-s}-e^{s-t}\right)^{n-1}
$$

and

$$
h(t, s)=(n-1)\left(e^{t-s}+e^{s-t}\right)\left(e^{t-s}-e^{s-t}\right)^{(n-3) / 2} .
$$

Remark 3.2.10. In the stated results, we enjoy the advantages of the technique developed in [76] and would like to stress that it is very important that the parameter $\beta$ in Theorems 3.2.3, 3.2.4 and 3.2.7 is strictly larger than one. This allows us to eliminate in the stated results condition similar to (3.1.3) which has been assumed in most papers on the subject.

Furthermore, modifications of the proofs through the refinement of the standard integral averaging method allowed us to shorten significantly the proofs of Theorems 3.2.3, 3.2.4 and 3.2.7, cf. [86]. If one selects $\beta=1$ in Theorems 3.2.3, 3.2.4 and 3.2.7, all advantages of a new technique are lost, and assumptions similar to (3.1.3) should be introduced. We also note that a different approach, which allows one to eliminate assumption (3.1.3) or alike using an elementary quadratic inequality, is suggested in the papers [76] and [91].

### 3.3 Examples

Example 3.3.1. For $t \geq 1$, consider the second order neutral differential equation

$$
\begin{align*}
& {\left[\frac{1}{t^{2}}\left(x(t)+\frac{t}{2 t+1} x(t-1)\right)^{\prime}\right]^{\prime}} \\
& \quad+\frac{1}{t+2}\left(2+x^{4}(t)\right) x\left(\frac{t}{2}\right)=0 \tag{3.3.1}
\end{align*}
$$

Let

$$
\rho(t)=-\frac{8}{t} \quad \text { and } \quad v(t)=t^{2}
$$

Then,

$$
\psi(t)=\frac{t^{4}-16 t-16}{t^{2}(t+1)}
$$

An application of Corollary 3.2.1 with $n=3$ establishes the oscillation of equation (3.3.1) since, for any $\beta \geq 1$,

$$
\limsup _{t \rightarrow+\infty} \frac{1}{t^{2}} \int_{1}^{t}\left[(t-s)^{2} \frac{s^{4}-16 s-16}{s^{2}(s+1)}-8 \beta\right] d s=+\infty
$$

Example 3.3.2. For $t \geq 1$, consider the nonlinear neutral differential equation

$$
\begin{equation*}
\left(r(t)(x(t)+p(t) x(t-1))^{\prime}\right)^{\prime}+q(t)\left(x^{2}(t)+2\right) x\left(\frac{t}{2}\right)=0 \tag{3.3.2}
\end{equation*}
$$

where

$$
\begin{gathered}
r(t)=\frac{1}{4}\left(\frac{1}{4 t^{2}}+\frac{1}{3}\right)(2+\cos 2 t), \quad \sigma(t)=\frac{t}{2}, \quad q(t)=t^{2}+3 \\
p(t)=1+\frac{\left(4 t^{2}(4 t(t-1)-1)-1\right) \cos 2 t}{32 t^{4}\left(4 t^{2}+3\right)}-\frac{2+t \sin 2 t}{96 t^{4}}
\end{gathered}
$$

We apply Corollary 3.2.2 with $n=3$ and

$$
\rho(t)=-\frac{8\left(t^{2}+3\right)(2+\cos t)}{t\left(4 t^{2}+3\right)(2+\cos 2 t)} .
$$

Then, $v(t)=t^{2}$ and

$$
\psi(t)=\left(2 t-t^{2}+1\right) \cos t+\frac{2}{3}
$$

Let $\beta=2$. Then,

$$
\begin{aligned}
\limsup _{t \rightarrow+\infty} & \frac{1}{t^{2}} \int_{T}^{t}\left[(t-s)^{2}\left(\left(2 s-s^{2}+1\right) \cos s+\frac{2}{3}\right)-\left(\frac{s^{2}}{3}+1\right)(2+\cos s)\right] d s \\
& \stackrel{\text { def }}{=} \phi(T)=\frac{5}{3}-\frac{2 T}{3}+T^{2} \sin T+2 T \cos T-3 \sin T-2 \cos T-2 T \sin T
\end{aligned}
$$

and it follows from

$$
\limsup _{t \rightarrow+\infty} \int_{1}^{t} 2 \frac{\phi_{+}^{2}(s)}{\left(s^{2} / 3+1\right)(2+\cos s)} d s \geq 2 \limsup _{t \rightarrow+\infty} \int_{1}^{t} \frac{\phi_{+}^{2}(s)}{s^{2}+3} d s=+\infty
$$

that equation (3.3.2) is oscillatory. Note that in this example

$$
\limsup _{t \rightarrow+\infty} \frac{1}{t^{2}} \int_{1}^{t}\left(\frac{s^{2}}{3}+1\right)(2+\cos s) d s=+\infty
$$

which means that an analogue of the condition (3.1.3) in Theorem 3.1.1, not requested for our oscillation criterion, fails to hold.

Remark 3.3.1. Note that it is much simpler to determine an appropriate function $h(t, s)$ coupled with one's selection of $H(t, s)$ using (3.2.1) rather than the condition (iii) in Theorem 3.1.1 since the latter condition involves, in addition to functions $H$ and $h$, functions $k$ and $\rho$. Examples 3.3.1 and 3.3.2 clearly demonstrate that our approach leads to more flexible and easily verifiable criteria for oscillation.

Example 3.3.3. For $t \geq 2$, consider the second order nonlinear neutral differential equation,

$$
\begin{align*}
\left(r(t)(x(t)+p(t) x(\delta(t)))^{\prime}\right)^{\prime} & \\
& +\frac{1}{t^{2}} x(\sigma(t))\left(x^{2}(\sigma(t))+1\right)=0, \tag{3.3.3}
\end{align*}
$$

where $r(t)=p(t)=(t+1)^{-1}$ and $\sigma(t)=t-2$. We apply Corollary 3.2.4 choosing

$$
\rho(t)=-\frac{2}{t^{2}-t} \quad \text { and } \quad v(t)=t^{4}
$$

Then,

$$
\vartheta(t)=\frac{t^{3}(t-3)}{(t-1)^{2}}
$$

and Eq. (3.3.3) is oscillatory since, for $n=3$ and any $\beta \geq 1$,

$$
\limsup _{t \rightarrow+\infty} \frac{1}{t^{2}} \int_{1}^{t}\left[(t-s)^{2} \frac{s^{3}(s-3)}{(s-1)^{2}}-\beta \frac{s^{4}}{s-1}\right]=+\infty
$$

Observe that in this example two conditions of Theorem 3.1.2 fail to hold. Namely, contrary to assumption $\left(A_{7}\right), f^{\prime}$ is decreasing on $(-\infty, 0)$, increasing on $(0,+\infty)$. Consequently, Theorem 3.1.2 cannot be applied to establish oscillatory nature of Eq. (3.3.3).

Note that our example is a particular case of a more general equation

$$
\begin{align*}
&\left(r(t)\left(p_{0}(t) x(t)+\sum_{i=1}^{k} p_{i}(t) x\left(t-t_{i}\right)\right)^{\prime}\right)^{\prime} \\
& \quad+q(t) f\left(x\left(t-t_{0}\right)\right)=0 \tag{3.3.4}
\end{align*}
$$

studied in the paper of Budinčević [11]. However, none of the three oscillation theorems reported in the cited paper apply to Eq. (3.3.3). In fact, since the integral

$$
\int_{t_{0}}^{\infty} q(s) d s=\int_{t_{0}}^{\infty} s^{-2} d s
$$

converges, [11, Theorems 1 and 2] cannot be used. On the other hand, the integral

$$
\int_{t_{0}}^{\infty} \frac{1}{r(s)} d s=\int_{t_{0}}^{\infty}(s+1) d s
$$

diverges, and one of the assumptions in [11, Theorem 3] fails to hold.

Example 3.3.4. For $t \geq 1$, consider a neutral differential equation

$$
\begin{align*}
& \left(r(t) \psi(x(t))(x(t)+p(t) x(\delta(t)))^{\prime}\right)^{\prime} \\
& \quad+q(t) x(\sigma(t))\left(1+\ln \left(1+x^{2}(\sigma(t))\right)\right)=0, \tag{3.3.5}
\end{align*}
$$

where

$$
\begin{gathered}
r(t)=\frac{\left(4 t^{2}+3\right)(2+\sin 2 t)}{192 t^{2}}, \quad \sigma(t)=\frac{t}{2} \\
\psi(t)=\frac{3 t^{2}+2}{2 t^{2}+1}, \quad q(t)=t^{2}+1
\end{gathered}
$$

and

$$
\begin{aligned}
p(t)=\frac{192 t^{6}+48 t^{4}-4 t^{2}-3}{48 t^{4}\left(4 t^{2}+1\right)}+\frac{\left(4 t^{2}+3\right) \cos 2 t}{96 t^{3}\left(4 t^{2}+1\right)} & \\
& +\frac{\left(16 t^{4}-16 t^{3}-4 t^{2}-1\right) \sin 2 t}{32 t^{4}\left(4 t^{2}+1\right)} .
\end{aligned}
$$

Let

$$
\rho(t)=-\frac{\left(t^{2}+3\right)(2+\sin t)}{12 t^{3}} \quad \text { and } \quad v(t)=t^{2} .
$$

Then,

$$
\vartheta(t)=\left(t-\frac{t^{2}}{2}+\frac{1}{2}\right) \sin t+\frac{1}{3} .
$$

An application of Corollary 3.2.5 with $n=3$ and $\beta=2$ yields

$$
\begin{aligned}
& \limsup _{t \rightarrow \infty} \frac{1}{t^{2}} \int_{T}^{t}\left[(t-s)^{2}\left(\left(s-\frac{s^{2}}{2}+\frac{1}{2}\right) \sin s+\frac{1}{3}\right)\right. \\
& \\
& \left.\quad-\left(\frac{s^{2}}{6}+\frac{1}{2}\right)(2+\sin s)\right] d s \\
& \stackrel{\text { def }}{=} \varphi(T)=\frac{5}{6}-\frac{T}{3}+T \sin T-\sin T \\
& \\
& \quad+\frac{3}{2} \cos T+T \cos T-\frac{T^{2}}{2} \cos T
\end{aligned}
$$

and Eq. (3.3.5) is oscillatory because

$$
\begin{aligned}
& \limsup _{t \rightarrow \infty} \frac{1}{t^{2}} \int_{1}^{t} 3 \frac{\varphi_{+}^{2}(s)}{\left(s^{2}+3\right)(2+\sin s)} d s \\
& \geq 3 \limsup _{t \rightarrow \infty} \frac{1}{t^{2}} \int_{1}^{t} \frac{\varphi_{+}^{2}(s)}{\left(s^{2}+3\right)} d s=+\infty
\end{aligned}
$$

## Chapter 4

## CONCLUSIONS

The main results in this thesis are collected in Chapters 2 and 3. In Chapter 2, using the Bihari integral inequality, we formulate sufficient conditions for all non-oscillatory solutions of Eqs. (2.2.1) to behave like nontrivial linear functions at infinity. We prove that all non-oscillatory solutions of Eq. (2.3.1) satisfy (2.3.17). In addition, for a particular case of Eq. (2.3.1), Eq. (2.3.2), we provide necessary and sufficient conditions that guarantee existence of non-oscillatory solutions with the same property. In Chapter 3, we address oscillation problem of solutions of second order nonlinear neutral differential equations of the forms (3.0.1) and (3.0.2). By using a generalized Riccati transformation and techniques developed by Rogovchenko and Tuncay [74, 75, 76], we state new efficient oscillation criteria for Eqs. (3.0.1) and (3.0.2). Chapters 2 and 3 conclude with a number of carefully selected examples which illustrate main results obtained in this thesis. Routine calculations are performed by computer algebra system Wolfram Research Mathematica.

Some of the features that characterize this thesis are as follows:

- results provided in Chapter 2 apply to wider classes of neutral differential equations; they improve and extend many results known in the literature;
- oscillation criteria formulated in Chapter 3 improve most related results reported in literature by removing conditions similar to (3.1.3) which have been traditionally
used for almost three decades;
- proofs of Theorems 3.2.1, 3.2.3, 3.2.6, 3.2.7 and alike are significantly shorter due to technique improved by Rogovchenko and Tuncay $[74,75,76]$;
- proofs of Theorems 3.2.4 and 3.2.8 are reduced to a few lines from several pages;
- our general results are flexible in applications;
- a variety of simple and efficient oscillation criteria are obtained by choosing, for instance, appropriate Kamenev-type functions.


## REFERENCES

[1] R.P. Agarwal, S.R. Grace and D. O'Regan, Oscillation Theory for Difference and Functional Differential Equations, Kluwer, Dordrecht, 2000.
[2] R.P. Agarwal, S.R. Grace and D. O'Regan, Oscillation Theory for Second Order Linear, Half-Linear, Superlinear and Sublinear Dynamic Equations, Kluwer, Dordrecht, 2002.
[3] R.P. Agarwal, M. Bohner and W.T. Li, Nonoscillation and Oscillation: Theory of Functional Differential Equations, Marcel Dekker, New York, 2004.
[4] R.P. Agarwal, S. Djebali, T. Moussaoui and O.G. Mustafa, On the asymptotic integration of nonlinear differential equations, J. Comput. Appl. Math. 202 (2007), 352-376.
[5] R.P. Agarwal and O.G. Mustafa, A Riccatian approach to the decay of solutions of certain semi-linear PDE's, Appl. Math. Lett. 20 (2007), 1206-1210.
[6] D.D. Bainov and D.P. Mishev, Oscillation Theory for Neutral Differential Equations with Delay, Adam Hilger, 1991.
[7] D.D. Bainov and A.I. Zahariev, Oscillating and asymptotic properties of a class of functional differential equations with maxima, Czechoslovak Math. J. 34 (1984), 247-251.
[8] C.T.H. Baker, C.A.H. Paul and D.R. Willé, Issues in the numerical solutions of evolutionary delay differential equations, Adv. Comp. Math. 3 (1995), 171-196.
[9] R. Bellman, Stability Theory of Differential Equations, McGraw-Hill, London, 1953.
[10] I. Bihari, A generalization of a lemma of Bellman and its application to uniqueness problems of differential equations, Acta. Math. Acad. Sci. Hung. 7 (1956), 81-94.
[11] M. Budinčević, Oscillation of second order neutral nonlinear differential equations, Novi Sad J. Math. 27 (1997), 49-56.
[12] D.S. Cohen, The asymptotic behavior of a class of nonlinear differential equations, Proc. Amer. Math. Soc. 18 (1967), 607-609.
[13] A. Constantin, On the asymptotic behavior of second order nonlinear differential equations, Rend. Mat. Appl. 7 (1993), 627-634.
[14] A. Constantin and Gab. Villari, Positive solutions of quasilinear elliptic equations in two-dimensional exterior domains, Nonlinear Anal. 42 (2000), 243-250.
[15] W. Coppel, Stability and Asymptotic Behavior of Differential Equations, Heath, Boston, 1965.
[16] R.S. Dahiya and B. Singh, Certain results on nonoscillation and asymptotic nature of delay equations, Hiroshima Math. J. 5 (1975), 7-15.
[17] R.S. Dahiya and A. Zafer, Asymptotic behavior and oscillation in higher order nonlinear differential equations with retarded arguments, Acta Math. Hungar. 76(3) (1997), 257-266.
[18] F.M. Dannan, Integral inequalities of Gronwall-Bellman-Bihari type and asymptotic behavior of certain second order nonlinear differential equations, J. Math. Analysis Applic. 108 (1985), 151-164.
[19] R.D. Driver, Ordinary and Delay Differential Equations, Applied Mathematics Series 20, Springer-Velag, New York, 1977.
[20] J. Džurina, Asymptotic behavior of solutions of neutral nonlinear differential equations, Arch. Math. (Brno) 38 (2002), 319-325.
[21] J. Džurina and D. Lacková, Oscillation results for second-order nonlinear differential equations, Stud. Univ. Žilina. Ser. 17 (2003), 79-86.
[22] J. Džurina and B. Mihalíková, Oscillation criteria for second-order neutral differential equations, Math. Bohem. 125 (2000), 145-153.
[23] L.H. Erbe, Q. Kong and B.G. Zhang, Oscillation Theory For Functional Differential Equations, Marcel Dekker, New York, 1995.
[24] W.B. Fite, Properties of the solutions of certain functional differential equations, Trans. Amer. Math. Soc. 22 (1921), 311-319.
[25] G. Fubuni, Studi asintociti per alcune equazioni differenziali, Rend. Reale Accad. Lincei 26 (1937), 253-259.
[26] M. Gai, B. Shi and D. Zhang, Oscillation criteria for second order nonlinear differential equations of neutral type, Appl. Math. J. Chinese Univ. Ser. B 16 (2001), 122-126.
[27] R. Goodwin, The nonlinear accelerator and the persistence of business cycles, Econometrica 19 (1951), 1-17.
[28] K. Gopalsamy, Stability and Oscillations in Delay Differential Equations of Population Dynamics, Kluwer, Dordrecht, 1992.
[29] J.R. Graef, M.K. Grammatikopoulos and P.W. Spikes, On the asymptotic behavior of solutions of a second order nonlinear neutral delay differential equation, J. Math. Anal. Appl. 156 (1991), 23-39.
[30] J.R. Graef and P.W. Spikes, Asymptotic behavior of solutions of a forced second order neutral delay equation, Ann. Differential Equations 12 (1996), 137-146.
[31] M.K. Grammatikopoulos, G. Ladas and A. Meimaridou, Oscillation and asymptotic behavior of second order neutral differential equations, Ann. Mat. Pura Appl. (4) 148 (1987), 29-40.
[32] I. Györi and G. Ladas, Oscillation Theory of Delay Differential Equations, Clarendon Press, Oxford, 1991.
[33] K.P. Hadeler, Delay equations in biology, Lect. Notes in Math. 730 (1979), 136-156.
[34] J.K. Hale, Theory of Functional Differential Equations, Springer-Verlag, New York, 1977.
[35] J.K. Hale and S.M.V. Lunel, Introduction To Functional-Differential Equations, Springer-Verlag, New York, 1993.
[36] A. Halanay, Differential Equations: Stability, Oscillation, Time Lags, Mathematics in Science and Engineering 23, Academic Press, New York, 1966.
[37] M. Hasanbulli and Yu.V. Rogovchenko, Asymptotic behavior of nonoscillatory solutions of second order nonlinear neutral differential equations, Math. Inq. Appl. 10 (2007), 607-618.
[38] M. Hasanbulli and Yu.V. Rogovchenko, Asymptotic behavior of nonoscillatory solutions to n-th order nonlinear neutral differential equations, Nonlinear Analysis 69 (2008), 1208-1218.
[39] M. Hasanbulli and Yu.V. Rogovchenko, Oscillation of nonlinear neutral differential equations, Dyn. Contin. Discrete Impul. Syst., Ser. A, Math. Anal. 16 (2009), No. S1, Suppl., 227-233.
[40] M. Hasanbulli and Yu.V. Rogovchenko, Classification of nonoscillatory solutions of nonlinear neutral differential equations, Discrete Contin. Dyn. Syst., Suppl. 2009 (2009), 340-348.
[41] M. Hasanbulli and Yu.V. Rogovchenko, Oscillation criteria for second order nonlinear neutral differential equations, Appl. Math. Comp. 215 (2010), 4392-4399.
[42] M. Hesaaraki and A. Moradifam, On the existence of bounded positive solutions of Schrödinger equations in two-dimensional exterior domains, Appl. Math. Lett. 20 (2007), 1227-1231.
[43] G.E. Hutchinson, Circular causal systems in ecology, Ann. NY Acad. Sci. 50 (1948), 221-246.
[44] I.V. Kamenev, An integral criterion for oscillation of linear differential equations, Mat. Zametki 23 (1978), 249-251.
[45] I.T. Kiguradze, On the oscillation of solutions of the equation $d^{m} u / d t^{m}+$ $a(t)|u|^{n}$ signu $=0$, Math. Sb. 65 (1964)(in Russian).
[46] I.T. Kiguradze and T.A. Chanturiya, Asymptotic Properties of Solutions of Nonautonomous Ordinary Differential Equations, Translated from the 1985 Russian original, Kluwer, Dordrecht, 1993.
[47] V.B. Kolmanovskii and A. Myshkis, Applied Theory of Functional Differential Equations, Mathematics and its Applications 85, Kluwer, Dordrecht, 1992.
[48] V.B. Kolmanovskii and V.R. Nosov, Stability of Functional Differential Equations, Mathematics in Science and Engineering 180, Academic Press, New York, 1986.
[49] Q.K. Kong, Y.J. Sun and B.G. Zhang, Nonoscillation of a class of neutral differential equations, Comp. Math. Appl. 44 (2002), 643-654.
[50] K. Kreith, Oscillation Theory, Springer, Berlin, 1973.
[51] Y. Kuang, Delay Differential Equations with Applications in Population Dynamics, Mathematics in Science and Engineering 191, Academic Press, New York, 1993.
[52] Š. Kulcsár, On the asymptotic behavior of solutions of the second order neutral differential equations, Publ. Math. Debrecen 57 (2000), 153-161.
[53] D. Lacková, The asymptotic properties of the solutions of the $n$-th order functional neutral differential equations, Appl. Math. Comput. 146 (2003), 385-392.
[54] G. Ladas, Oscillation and asymptotic behavior of solutions of differential equations with retarded arguments, Journal of Differential Equations 10 (1971), 281-290.
[55] G.S. Ladde, V. Lakshmikanthm and B.G. Zhang, Osicllation Theory of Differential Equations with Deviating Arguments, Marcel Dekker, Inc., New York, 1987.
[56] W.T. Li, Classification and existence of nonoscillatory solutions of second order nonlinear neutral differential equations, Ann. Polon. Math. 65 (1997), 283-302.
[57] H.J. Li and W.L. Liu, Oscillation for second order neutral differential equations, Canad. J. Math. 48 (1996), 871-886.
[58] O. Lipovan, On the asymptotic behavior of the solutions to a class of second order nonlinear differential equations, Glasgow Math. J. 45 (2003), 170-187.
[59] F.W. Meng, A note on Tong paper: The asymptotic behavior of a class of nonlinear differential equations of second order, Proc. Amer. Math. Soc. 108 (1990), 383-386.
[60] O.G. Mustafa, On the existence of solutions with prescribed asymptotic behavior for perturbed nonlinear differential equations of second order, Glasgow Math. J. 47 (2005), 177-185.
[61] O.G. Mustafa and Yu.V. Rogovchenko, Asymptotic behavior of nonoscillatory solutions of second-order nonlinear differential equations, Proceed. Dynamic Systems Applic. 4 (2004), 312-319.
[62] O.G. Mustafa and Yu.V. Rogovchenko, Global existence and asymptotic behavior of solutions of nonlinear differential equations, Funkcial. Ekvac. 47 (2004), 167-186.
[63] O.G. Mustafa and Yu.V. Rogovchenko, Global existence of solutions with prescribed asymptotic behavior for second-order nonlinear differential equations, Nonlinear Anal. 51 (2002), 339-368.
[64] O.G. Mustafa and Yu.V. Rogovchenko, On asymptotic integration of a nonlinear second-order differential equation, Nonlinear Stud. 13 (2006), 155-166.
[65] M. Naito, An asymptotic theorem for a class of nonlinear neutral differential equations, Czechoslovak Math. J. 48 (123) (1998), 419-432.
[66] Y. Naito, Existence and asymptotic behavior of positive solutions of neutral differential equations, J. Math. Anal. Appl. 188 (1994), 227-244.
[67] S.B. Norkin, Second Order Differential Equations with Retarded Arguments (in Russian), Nauka, Moscow, 1965.
[68] M. Norman, Time Lags In Biological Models, Lect. Notes in Biomath. (27), Springer, New York, 1978.
[69] Ch.G. Philos, I.K. Purnaras and P.Ch. Tsamatos, Asymptotic to polynomials solutions of nonlinear differential equations, Nonlinear Anal. 59 (2004), 1157-1179.
[70] S. Ruan, Oscillation of second order neutral delay differential equations, Canad. Math. Bull. 36 (1993), 485-496.
[71] S.P. Rogovchenko and Yu.V. Rogovchenko, Asymptotic behavior of solutions of second order nonlinear differential equations, Portugal. Math. 57 (2000), 17-33.
[72] S.P. Rogovchenko and Yu.V. Rogovchenko, Asymptotic behavior of certain second order nonlinear differential equations, Dynam. Systems Appl. 10 (2001), 185-200.
[73] Yu.V. Rogovchenko, On the asymptotic behavior of solutions for a class of second order nonlinear differential equations, Collect. Math. 49 (1998), 113-120.
[74] Yu.V. Rogovchenko and F. Tuncay, Oscillation criteria for second order nonlinear differential equations with damping, Nonlinear Anal. 69 (2008), 208-221.
[75] Yu.V. Rogovchenko and F. Tuncay, Oscillation theorems for a class of second order nonlinear differential equations with damping, Taiwanese J. Math. 13 (2009), 19091928.
[76] Yu.V. Rogovchenko and F. Tuncay, Yan's oscillation theorem revisited, Appl. Math. Let. 22 (2009), 1740-1744.
[77] Yu.V. Rogovchenko and Gab. Villari, Asymptotic behavior of solutions of second order nonlinear autonomous differential equations, NoDEA Nonlinear Differential Equations Appl. 4 (1997), 271-282.
[78] G. Sansone, Equazioni Differenziali Nel Compo Reale, Nicola Zanichelli, Bologna, 1948.
[79] G. Seifert, Global asymptotic behavior of solutions of positively damped Liénard equations, Ann. Polon. Math. 51 (1990), 283-290.
[80] J. Serrin and H. Zou, Asymptotic integration of second order systems, Amer. J. Math. 116 (1994), 1241-1264.
[81] B. Sturm, Sur les équations différentielles linéaires du second ordré, J. Math. Pures Appl. 1 (1986), 106-186.
[82] C.A. Swanson, Comparison and Oscialltion Theory of Linear Differential Equations, Academic Press, New York, 1968.
[83] S. Tanaka, Existence and asymptotic behavior of solutions of nonlinear neutral differential equations, Mathl. Comput. Model. 43 (2006), 536-562.
[84] J. Tong, The asymptotic behavior of a class of nonlinear differential equations of second order, Proc. Amer. Math. Soc. 84 (1982), 235-236.
[85] W.F. Trench, On the asymptotic behavior of solutions of second order linear differential equations, Proc. Amer. Math. Soc. 14 (1963), 12-16.
[86] W. Shi and P. Wang, Oscillation criteria of a class of second-order neutral differential equations, Appl. Math. Comput. 146 (2003), 211-226.
[87] P. Wang and Y. Yu, Oscillation of second order neutral equations with deviating arguments, Math. J. Toyama Univ. 21 (1998), 55-66.
[88] P. Waltman, On the asymptotic behavior of solutions of a nonlinear equation, Proc. Amer. Math. Soc. 15 (1964), 918-923.
[89] J.S.W. Wong, On second order nonlinear oscillation, Funkcial. Ekvac. 11 (1968), 207-234.
[90] J.S.W. Wong, On the generalized Emden-Fowler equation, SIAM Rev. 17 (1975), 339-360.
[91] Z. Xu, B. Jia and D. Ma, Oscillation results for a second order neutral delay differential equations, Ann. Differential Equations 19 (2003), 229-237.
[92] J. Yan, Oscillation theorems for second order linear differential equations with damping, Proc. Math. Soc. 98 (1986), 276-282.
[93] Z. Yin, Monotone positive solutions of second-order nonlinear differential equations, Nonlinear Anal. 54 (2003), 391-403.
[94] A.I. Zahariev and D.D. Bainov, Oscillating properties of the solutions of a class of neutral type functional differential equations, Bull. Austral. Math. Soc. 22 (1980), 365-372.
[95] Z. Zhao, Positive solutions of nonlinear second order ordinary differential equations, Proc. Amer. Math. Soc. 121 (1994), 465-469.

