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ABSTRACT

This study investigates how the Web search engines handle Turkish words which are
frequently wrongly spelled and/or pronounced with their own particular wrong
form(s). First of all, the three most popular international Web search engines Google,
Bing, and Yahoo were selected, and a query list consisted of a set of such words with
their incorrect forms was formed. All queries were run on the Web search engines
separately and, at each run, every document retrieved in the first twenty was
classified as “relevant” or “non-relevant”. Precision ratios and normalized recall
ratios were calculated at various cut-off points. It seems that using incorrect forms
affected the information retrieval effectiveness of the Web search engines in a

negative way.

Keywords: Web Search Engine, Turkish Language, Evaluation, Precision Ratio,

Normalized Recall Ratio.
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Bu calisma, Web arama motorlarinin, Tiirk¢ede kendilerine 6zgii yanlis formlariyla
siklikla yanlis yazilan ve/veya yanlis telafuz edilen kelimeleri nasil ele aldigim
arastirir. 11k olarak, en popular ii¢ uluslararas1 Web arama motoru, Google, Bing, ve
Yahoo secildi ve bu tiir kelimelerin bir kiimesini yanlis formlari ile birlikte iceren bir
sorgu listesi olusturuldu. Biitiin sorgular, sec¢ilen arama motorlar1 iizerinde ayr1 ayri
calistirildi ve her ¢alistirmada, ilk 20 de erisilen her belge “ilgili” veya “ilgisiz”
olarak siniflandirildi. Cesitli kesme-noktalarinda duyarlilik oranlar1 ve normalize
siralama oranlar1 hesaplandi. Yanlis formlarin kullaniominin Web arama motorlarinin

bilgi erisim etkinligini olumsuz yonde etkiledigi goriilmektedir.

Anahtar Kelimeler: Web Arama Motoru, Tirkge Dili, Degerlendirme, Duyarlilik

Orani, Normalize Siralama Orani.
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Chapter 1

INTRODUCTION

Generally, Web search engine usage is one of the most frequently used activities of
Internet users. In April 2014, there were nearly 36 million Internet users in Turkey
which was about 47% of the population [1]. Hence, it could be said that Web search
engine usage is popular in Turkish community. In addition, Turkish language is
among the most commonly used 25 languages in the world [2] and the commonly
used languages earned more significance for information retrieval [3]. These bring us
to that those studies about evaluation of Web search engine(s) based on Turkish

language could be important.

Some specific words in Turkish language are frequently being wrongly spelled
and/or pronounced with their own particular wrong form(s). For example: the word
“semsiye” (‘“umbrella”) could be spelled and pronounced wrongly as “semsiye” (the

(I3
S

letter replaced with “g”). Furthermore, the authoritative Turkish Language
Association (TLA) has study for collecting such words in the online Web site [4]. In
our study, we investigated how the international Web search engines Google [5],
Bing [6], and Yahoo [7] handle this type of words. To do this, we used precision and

normalized recall ratios.

This study could be valuable for motivating search engine providers and

corresponding researchers.



In our literature survey, we encountered various studies related to language-based

Web search engine evaluation such as follows:

Bar-llan and Gutman [8] investigated the performance of Web search engines for
non-English languages. They selected four languages which are Russian, France,
Hungarian, and Hebrew. For each language, they selected some local Web search
engines as follows: For Russian language, Yandex, Rambler, and Aport; for French
language, Voila, AOL France, and La Toile; for Hungarian language, Origa-Vizsla,
Startlap, and Heureka; and for Hebrew language, Morfix and Walla were selected.
Afterwards, for each language, the three international Web search engines AltaVista,
AlltheWeb, and Google and the corresponding local Web search engines were
evaluated. One of the findings is that the international Web search engines were not

considered the characteristics of non-English languages.

Moukdad [9] evaluated the performance of international Web search engines, i.e.,
AltaVista, AlltheWeb, and Google and local Web search engines, i.e., Al bahhar,
Ayna, and Morfix (the arabic module) based upon their ability to retrieve documents
which have morphologically related Arabic terms. For Arabic document retrieval, the
international Web search engines were limited. When the exact forms of Arabic

words were used as search terms, the loss of high number of documents was caused.

Efthimiadis et al. [10] used the navigational queries in order to evaluate ten Web
search engines, five international, i.e., A9, AltaVista, Google, MSN, and Yahoo and
five Greek, i.e., Anazitisi, Ano-Kato, Phantis, Trinity, and Visto. These queries were
homepage finding queries for known Greek organizations from the ten categories

29 <e 29 <¢ 2 < 2 ¢

“government departments”, “universities”, “colleges”, “travel agencies”, “museums”,
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“media (TV, radio, newspapers)”, “transportation”, and “banks”. The freshness of the
Web search engine indexes were evaluated as well. One of the findings is that the
Greek Web search engines showed poor performance compared to the international

Web search engines.

Demirci et al. [11] evaluated the performance of the five international Web search
engines Google, Yahoo, Msn, Ask, and AlltheWeb on finding Turkish documents
and compared them with the local Turkish Web search engine Arabul. Google

showed better performance than the others in general.

This study is an extended version of our study [12]. In this study, normalized recall
ratio is additionally used. Furthermore, the relationship of mean precision ratio

differences and mean normalized recall ratio differences is evaluated.

The next chapter describes the methodology, chapter 3 presents the experimental

results, and the last chapter concludes the study.



Chapter 2

METHODOLOGY

First of all, the most popular three international Web search engines, namely,

Google, Bing, and Yahoo, were selected from the eBizMBA’s study [13].
2.1 Query Selection

Several corresponding Web sites [14-20] were used and a list of the wrongly spelled
and/or pronounced Turkish words formed. All words in the list were checked one by
one from the online Web site [4] of the authoritative TLA and the words included by
TLA were filtered. Then, 24 of them were added into our query list. Additionally, 6
more words which are not in the list obtained from the Web sites [14-20] were added
into our query list from the randomly sliding words displayed on the TLA’s Web site
in order to increase the variety. Finally, 30 words were being determined in the query
list which would be used as queries. After that, incorrect forms of these 30 queries
were also taken from the TLA’s Web site and included in the query list. 30 correct
form queries and their incorrect forms (total 60 queries) are shown in Table 1. Note
that, from now on, “CFQ” abbreviation will be used to mention correct form query

and “IFQ” abbreviation will be used to mention incorrect form query.



Table 1: List of the queries

IS =

& CF o IF
5 ) 5 )
1 | acente (agency) 1 | acenta

2 | asc1 (cook) 2 | ahgt

3 | gazete (newspaper) 3 | gaste

4 | antrenman (training) 4 | antreman

5 | cambaz (acrobat) 5 | canbaz

6 | makine (machine) 6 | makina

7 | satrang (chess) 7 | santrang

8 | dinozor (dinosaur) 8 | dinazor

9 | dokiimanter (documentary) 9 | dokimanter
10 | entelekttel (intellectual) 10 | entellektuel
11 | operasyon (operation) 11 | oparasyon
12 | fantezi (fantasy) 12 | fantazi

13 | floresan (fluorescence) 13 | florasan

14 | fasulye (beans) 14 | fasulye

15 | inkilap (revolution) 15 | inkilap

16 | portmanto (hallstand) 16 | fortmanto
17 | palyago (clown) 17 | palyanco
18 | istanbul (istanbul) 18 | istambul

19 | pogaca (pastry) 19 | poaga

20 | kangren (gangrene) 20 | gangren

21 | stepne (spare tire) 21 | istepne

22 | sarimsak (garlic) 22 | sarmisak
23 | magma (magma) 23 | magma

24 | manipulasyon (manipulation) 24 | manupulasyon
25 | menopoz (menopause) 25 | menapoz
26 | ofsayt (offside) 26 | opsayd

27 | alerji (allergies) 27 | allerji

28 | tasikardi (tachycardia) 28 | takikardi

29 | sarj (charge) 29 |sarz

30 | semsiye (umbrella) 30 | semsiye




2.2 Query Run

Before run the queries, some advanced settings were done for all three Web search
engines as follows: Search results language feature was adjusted to Turkish
Language to retrieve the documents in Turkish language only; the filter for
SafeSearch was turned off to ensure that not any relevant document is eliminated in
any case; and in the country/location section, necessary adjustment was done for

retrieving the documents from all over the world.

The first CFQ (table 1) was run on the three Web search engines one by one and, at
each run, the first 20 documents (two pages’) retrieved were evaluated. Then, the
same was done for the first IFQ (table 1). Afterwards, for each of the other CFQ and
IFQ pairs (table 1), this was done in the same manner. Thus, total 180 runs with
retrieval output evaluations were done. For each retrieval output evaluation, the first
20 documents retrieved were classified as “relevant” or “non-relevant” according to
the followings:

I. if a document content was related to the query topic, it was classified as
“relevant”;

. if a document was repeated once or more with different URL address —the
URL addresses appeared in the address bars were considered after the
documents were displayed—, all the documents (repeated-document and
repeat-document(s)) were classified as “relevant” or classified as “non-
relevant” depending upon the relevancy of the document content with the
query topic (“T1” code will be used to represent a repeated-document in a

such case);

! Spink and Jansen stated in their study [21] that users do not tend to look results pages after the first
or second.



if a document was repeated once or more with the same URL address —
the URL addresses appeared in the address bars were considered after the
documents were displayed—, the repeated-document was classified as
“relevant” or “non-relevant” depending upon the relevancy of the document
content with the query topic, while the repeat-document(s) was classified as
“non-relevant”(“T2” code will be used to represent a repeated-document in a

such case);

A document was classified as “non-relevant” if:

>

>

a document content was not related to the query topic;

a document consisted of images or videos which had no text details related to
the query topic;

a document content was not displayed in Turkish language;

a document asked a login information to view the content;

one of the following messages was displayed: “Website is under
construction”; “Website is frozen”; “Temporarily unavailable, check back
soon’’; “Database error”’; “403 error”, “500 error”, and “503 error”;

one of the following messages was displayed: “404 error”; “This website is
not available”; “No data received”. This situation was taken into account as a

dead link situation.

2.3 Evaluation Metrics

Precision is one of the most widely used metric to evaluate the retrieval effectiveness

of the information retrieval system [22]. In our study, we used precision ratio with

the following formula [23]:

Number of Relevant Document Retrieved

Precision Ratio = x 100 (1)

Total Number of Document Retrieved



Precision ratios were calculated at cut-off points 5, 10, 15, and 20 for each query
(CFQs and IFQs) and Web search engine pair. After that, Mean Precision Ratios
(MPRs) for CFQs and MPRs for IFQs were calculated at four cut-off points for each
Web search engine. Additionally, MPR difference between MPR for CFQs and MPR

for IFQs was calculated at each cut-off point for each Web search engine.

Normalized recall is another metric to evaluate the information retrieval system
based on performance of displaying relevant documents retrieved in higher ranks.

The normalized recall is defined as follows [24]:

1 RT — R~
Rnorm(A) = E <1 + —> (2)

+
Rmax

In this formula:R* is the number of document pairs that relevant document displayed
before non-relevant; R~ is the number of document pairs that non-relevant document
displayed before relevant; and R;!,, is the maximal number of document pairs that

relevant document displayed before non-relevant.

In our study, beside precision ratio, we used normalized recall ratio. Normalized
recall ratio is the multiplication of normalized recall with 100. Normalized recall
ratio were calculated at cut-off points 5, 10, 15, and 20 for each query (CFQs and
IFQs) and Web search engine pair. After that, Mean Normalized Recall Ratios
(MNRRSs) for CFQs and MNRRs for IFQs were calculated at four cut-off points for
each Web search engine. Additionally, MNRR difference between MNRR for CFQs
and MRNR for IFQs was calculated at each cut-off point for each Web search

engine.
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Figure 2.1: Google’s retrieval output evaluation for “floresan”

For instance, Google’s retrieval output for the 13" CF Q “floresan” was evaluated at
cut-of points 5, 10, 15, and 20 as shown in Figure 2.1. Note that ‘+’ is used for
representing relevant documents and ‘-> is used for representing non-relevant
documents. Afterwards, precision ratio and normalized recall ratio were calculated at

cut-off points 5, 10, 15, and 20 as follows:

At cut-off point 5: In the first five documents retrieved in the retrieval output, there
were three ‘+’s and two ‘-‘s. The number of relevant document retrieved is equal to

3. The total number of document retrieved is 5.

3
precision ratio = < X 100 = 60%

At cut-off point 10: In the first ten documents retrieved in the retrieval output, there
were seven ‘+’s and three ‘-‘s. The number of relevant document retrieved is equal to

7. The total number of document retrieved is 10.

7
precision ratio = 10 X 100 = 70%



At cut-off point 15: In the first fifteen documents retrieved in the retrieval output,
there were nine ‘+’s and six ‘-‘s. The number of relevant document retrieved is equal

to 9. The total number of document retrieved is 15.

9
precision ratio = s x 100 = 60%
At cut-off point 20: In the first twenty documents retrieved in the retrieval output,
there were thirteen ‘+’s and seven ‘-‘s. The number of relevant document retrieved is

equal to 13. The total number of document retrieved is 20.

13
precision ratio = >0 X 100 = 65%

Note that when total number of documents retrieved was greater than or equal to cut-
off point value (i.e. 5, 10, 15, or 20), total number of documents retrieved was
considered the same as the cut-off point value. (The “equal” situation was not
encountered.) When total number of documents retrieved was less than the cut-off
point value, total number of documents retrieved was considered as it is. This case
was only encountered for one query (“opsayd”) at cut-off points 10, 15, and 20

which only 6 documents in total were retrieved.

At cut-off point 5: For R", every document pair that relevant document displayed
before non-relevant was counted as shown in Figure 2.2. R" is equal to 6. For R’,
there was no document pair that non-relevant document displayed before relevant;
therefore R is equal 0. For R™ .y, first of all the retrieval output should be modified
to find out the maximal number of document pairs that relevant document displayed
before non-relevant. However, here, no need for modification since, the ‘-’s came

after all ‘+’s, every document pair that relevant document displayed before non-

10



relevant was counted in the same manner of counting R* as shown in Figure 2.2.

R max is equal to 6.

1 6—0
Normalized recall ratio = 5(1 + c ) X 100 = 100%

Note: 3” Stands for the retrieval output for the first 5 documents retrieved for the query

Figure 2.2: Document pair counting at cut-off point 5 for R*

At cut-off point 10: For R", every document pair that relevant document displayed
before non-relevant was counted as shown in Figure 2.3. R" is equal to 10. For R’,
every document pair that non-relevant document displayed before relevant was
counted as shown in Figure 2.4. R™ is equal 11. For R" . the retrieval output was
modified to find out the maximal number of document pairs that relevant document
displayed before non-relevant as shown in Figure 2.5 and every document pair that
relevant document displayed before non-relevant was counted as shown in Figure

2.6. R"max is equal to 21.

11
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21

1
Normalized recall ratio = 2 (1 + ) X 100 = 48%

/ = 1. pair 2. pair o 3. pair
- KiE3 | E3 KK

4. pair 5. pair 6. pair

+
+

—
* 1G] 10

7 i air”8. airw 7 9. pair
Juom oo o

10. pair
JEIEIKEENE | ENK

Note: ‘“3§”° Stands for the retrieval output for the first 10 documents retrieved for the query

+

Figure 2.3: Document pair counting at cut-off point 10 for R
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r —2.pair 3.pair

9. pair 10.pair 1L pair

Note: ““3§”” Stands for the retrieval output for the first 10 documents retrieved for the query

Figure 2.4: Document pair counting at cut-off point 10 for R

Retrieval output:

Modified retrieval output:

Figure 2.5: Modification of retrieval output at cut-off point 10 for R},
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Note: ‘3’ Stands for the retrieval output for the first 10 documents retrieved for the query

Figure 2.6: Document pair counting at cut-off point 10 for R}

max

At cut-off point 15: For R*, every document pair that relevant document displayed
before non-relevant was counted as shown in Figure 2.7. R" is equal to 34. For R’,
every document pair that non-relevant document displayed before relevant was
counted as shown in Figure 2.8. R™ is equal 20. For R™ax, the retrieval output was
modified to find out the maximal number of document pairs that relevant document

displayed before non-relevant as shown in Figure 2.9 and every document pair that

14



relevant document displayed before non-relevant was counted as shown in Figure

2.10. R max is equal to 54.

1 34 — 20
Normalized recall ratio = E(l + o1 ) X 100 = 63%

— ~

o EJEN | EN EIEIEIEN | | E3

Note: *“3&”* Stands for the retrieval output for the first 15 documents retrieved for the query

Figure 2.7: Document pair counting at cut-off point 15 for R*

15
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— R
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e 8
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bair 9. pair 1

e e T ©
¥ [+ T +T+T-T-
¥ [+ [+ [+]-7T-
¥ 11+ 1-1-
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Note: 3 Stands for the retrieval output for the first 15 documents retrieved for the query

Figure 2.8: Document pair counting at cut-off point 15 for R

Retrieval output:

Modified retrieval output:

Figure 2.9: Modification of retrieval output at cut-off point 15 for R},.x
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Note: “*” Stands for the retrieval output for the first 15 documents retrieved for the query

Figure 2.10: Document pair counting at cut-off point 15 for R},

At cut-off point 20: For R”, every document pair that relevant document displayed
before non-relevant was counted as shown in Figure 2.11. R™ is equal to 43. For R’,
every document pair that non-relevant document displayed before relevant was

counted as shown in Figure 2.12. R is equal 48. For R"max, the retrieval output was

17



modified to find out the maximal number of document pairs that relevant document
displayed before non-relevant as shown in Figure 2.13 and every document pair that
relevant document displayed before non-relevant was counted as shown in Figure

2.14. R max is equal to 91.

1 43 — 48
Normalized recall ratio = > (1 + T) X 100 = 47%

1 pair 2. pair 3. pair 4 pair 50 pmr 6 pair ‘7 pair

*I+I.I+I+I+I+ml+|‘+l+l+l+l

8. pair 9. pair 10. pair . palrnlz. pal{ “13. pair & 14: pair

*I+I‘I+I+I+I+mI+I‘+I+I+I

+

““15. pair 16. pair 17. pair 18. pair 19, pair 20. pair 31 pair

*l+1‘+l+l+l+ml+1&+l+l+l

{pﬂn‘/' 23. pair 24. pair 25. pair

+

¥ - -1 (O - [~ 1+ - (IO 3N KR EN
/ 7 27. pair 28. p;ir 29. pair ‘
¥ G- T[T @I+~ @ [T+
//iwir 32. pair 33. pair

N I I N |+L.|+|+M| T T+]
35. pair 36. pair 37. pair 38 pair

*|+|+|+|-|-|+|-|+|+|.|+m|+| 3N EREN
39 pair 40. pair 41. pair 42. pair

* G- T-T+1- '*'*'*W‘*"*'*'*'*'

¥ ol Te 1T+ T-T-1 (OGN ~T+T+]

Note: ““3”’ Stands for the retrieval output for the first 20 documents retrieved for the query

Figure 2.11: Document pair counting at cut-off point 20 for R*
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Figure 2.12: Document pair counting at cut-off point 20 for R

Retrieval output:

Modified retrieval output:

Figure 2.13: Modification of retrieval output at cut-off point 20 for R} .«
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Note: “*” Stands for the retrieval output for the first 20 documents retrieved for the query

Figure 2.14: Document pair counting at cut-off point 20 for R}, .«
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Note that when total number of relevant documents retrieved was less than cut-off
point value (i.e. 5, 10, 15, or 20), the rest till the cut-off point were considered as
neutral. Thus, for R* calculation, each neutral was considered as ‘-’; for R
calculation, each neutral was considered as ‘+’; and for R"max calculation, in the
modification of the retrieval output, the neutrals came after all ‘“+’s and before ‘-’s

<

and each was considered as ‘+’. This case was only encountered for one query
(“opsayd”) at cut-off points 10, 15, and 20 which only 6 documents in total were

retrieved.
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Chapter 3

EXPERIMENTAL RESULTS

All queries were run on each Web search engine, and then in total 3586 documents
were evaluated one by one. Due to the Web search engine Bing retrieved only 6
documents in total for 26th IFQ, the total number of documents did not result as
3600 (60 queries x the first 20 documents retrieved x 3 search engines ). When
considering all retrieval outputs in the experiment, total 41 dead link situations, 50

T1s, and 35 T2s were encountered.

Google, Bing, and Yahoo retrieved at least one relevant document at cut-off points
10, 15, and 20 for all CFQs, except for one query (CFQ 2) of Bing at cut-off point 10
as it is seen in Table 2. Each of the Web search engines retrieved zero relevant
documents at all cut-off points for at least 2 IFQs. At all cut-off points: Google could
not retrieve any relevant document for IFQ 2 and IFQ 29; Bing could not retrieve any
relevant document for IFQ 1, IFQ 10, and IFQ 26; and Yahoo could not retrieve any
relevant document for IFQ 8 and IFQ 26. When considering total number of relevant
documents of all CFQs at cut-off point 20 for each Web search engine, Google, Bing,
and Yahoo retrieved relevant documents 45%, 44%, and 42%, respectively; likewise,

for IFQs, these percentages were 31%, 26%, and 29%, respectively.
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Table 2: Number of relevant documents retrieved
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3.1 Mean Precision Ratio
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Figure 3.1: Mean precision ratios of Google search engine

Figure 3.1 presents MPRs of Google at four cut-off points for CFQs and IFQs.
Google has the highest MPR at cut-off point 5 for both CFQs and IFQs; however,
when the cut-off point was increased, MPR decreased till cut-off point 20. Thus, for
CFQs as well as IFQs, the best performance of Google was at cut-off point 5 and the
worst was at cut-off point 20. MPR for both CFQs and IFQs decreased 5% from cut-
off point 5 to 10. For CFQs, it decreased 3% from cut-off point 10 to 15 and 4%
from cut-off point 15 to 20. Besides, MPR for IFQs decreased 2% both from cut-off
point 10 to 15 and from cut-off point 15 to 20. The MPR range for CFQs was from
45% to 57% and for IFQs was from 31% to 39%. At all cut-off points, Google has
better MPRs for CFQs. The MPR differences between CFQs and IFQs at cut-off

points 5, 10, 15, and 20 were 19%, 18%, 16%, and 14%, respectively.
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Figure 3.2: Mean precision ratios of Bing search engine

Figure 3.2 shows MPRs of Bing at four cut-off points for CFQs and IFQs. Bing has
the highest MPR at cut-off point 5 for both CFQs and IFQs; however, when the cut-
off point was increased, MPR decreased till cut-off point 20. So, for CFQs as well as
IFQs, the best performance of Bing was at cut-off point 5 and the worst was at cut-
off point 20. MPR for CFQs decreased 4% from cut-off point 5 to 10, 3% from cut-
off point 10 to 15, and 2% from cut-off point 15 to 20. Besides, MPR for IFQs
decreased 1% from cut-off point 5 to 10, 2% from cut-off point 10 to 15, and 1%
from cut-off point 15 to 20. The MPR range for CFQs was from 44% to 53%, and for
IFQs was from 26% to 30%. At all cut-off points, Bing has better MPRs for CFQs.
The MPR differences between CFQs and IFQs at cut-off points 5, 10, 15, and 20

were 23%, 21%, 18%, and 18%, respectively.
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Figure 3.3: Mean precision ratios of Yahoo search engine

Figure 3.3 demonstrates MPRs of Yahoo at four cut-off points for CFQs and IFQs.
Yahoo has the highest MPR at cut-off point 5 for both CFQs and IFQs; however,
when the cut-off point was increased, MPR decreased till cut-off point 20. Hence, for
CFQs as well as IFQs, the best performance of Yahoo was at cut-off point 5 and the
worst was at cut-off point 20. MPR for CFQs decreased 8% from cut-off point 5 to
10 and 3% from cut-off point 15 to 20. Besides, MPR for IFQs decreased 6% form
cut-off point 5 to 10 and 1% from cut-off point 15 to 20. MPR for both CFQs and
IFQs decreased 1% from cut-off point 10 to 15. The MPR range for CFQs was from
42% to 53% and for IFQs was from 29% to 37%. At all cut-off points, Yahoo has
better MPRs for CFQs. The MPR differences between CFQs and IFQs at cut-off

points 5, 10, 15 and 20 were 17%, 15%, 15%, and 13%, respectively.
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Figure 3.4: MPR differences between CFQs and IFQs at four cut-off points for each
search engines

Figure 3.4 presents MPR differences between CFQs and IFQs at cut-off points 5, 10,
15, and 20 for Google, Bing, and Yahoo. Each of the Web search engine has its
highest MPR difference at cut-off point 5; however, as the cut-off point was
increased, MPR difference generally decreased. The difference range for Bing was
from 18 % to 23%, for Google it was from 14% to 19%, and for Yahoo it was from
13% to 17%. Bing has the highest MPR difference at all cut-off points. Yahoo
achieved better than the other Web search engines (Google and Bing), since Yahoo

has the lowest MPR difference at all cut-off points.
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3.2 Mean Normalized Recall Ratio
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Figure 3.5: Mean normalized recall ratios of Google search engine

Figure 3.5 presents MNRRs of Google at four cut-off points for CFQs and IFQs.
Google has the highest MNRR at cut-off point 20 for CFQs and it has the lowest
MRPN at cut-off points 10 and 15. Google has the lowest MNRR at cut-off point 5
for IFQs; however, when the cut-off point was increased, MNRR also increased till
cut-off point 20. For CFQs as well as IFQs, the best performance of Google was at
cut-off point 20. MNRR for CFQs decreased 3% from cut-off point 5 to 10, not
changed from cut-off point 10 to 15, and increased 5% from cut-off point 15 to 20.
Besides, MNRR for IFQs increased 4% from cut-off point 5 to 10, 1% from cut-off
point 10 to 15, and 3% from cut-off point 15 to 20. The MNRR range for CFQs was
from 60% to 65%, and for IFQs was from 51% to 59%. At all cut-off points, Google
has better MNRRs for CFQs. The MNRR differences between CFQs and IFQs at

cut-off points 5, 10, 15, and 20 were 12%, 5%, 4%, and 6%, respectively.
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Figure 3.6: Mean normalized recall ratios of Bing search engine

Figure 3.6 shows MNRRs of Bing at four cut-off points for CFQs and IFQs. Bing has
the highest MNRR both at cut-off point 5 and at cut-off point 15 for CFQs and it has
the lowest MNRR at cut-off points 10. Bing has the lowest MNRR at cut-off point 5
for IFQs; however, when the cut-off point was increased, MNRR also increased till
cut-off point 20. MNRR for CFQs decreased 4% from cut-off point 5 to 10,
increased 4% from cut-off point 10 to 15, and decreased 1% from cut-off point 15 to
20. Besides, MNRR for IFQs increased 5% from cut-off point 5 to 10, 2% from cut-
off point 10 to 15, and 4% from cut-off point 15 to 20. The MNRR range for CFQs
was from 59% to 55%, and for IFQs was from 38% to 49%. At all cut-off points,
Bing has better MNRRs for CFQs. The MNRR differences between CFQs and IFQs

at cut-off points 5, 10, 15, and 20 were 21%, 12%, 14%, and 9%, respectively.
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Figure 3.7: Mean normalized recall ratios of Yahoo search engine

Figure 3.7 shows MNRRs of Yahoo at four cut-off points for CFQs and IFQs. Yahoo
has the highest MNRR at cut-off point 5 for CFQs and it has the lowest MNRR at
cut-off points 15. Yahoo has the lowest MNRR at cut-off point 5 for IFQs; however,
when the cut-off point was increased, MNRR also increased till cut-off point 20.
MNRR for CFQs decreased 2% both from cut-off point 5 to 10, and from cut-off
point 10 to 15, and increased 3% from cut-off point 15 to 20. Besides, MNRR for
IFQs increased 9% from cut-off point 5 to 10, and 3% both from cut-off point 10 to
15 and from cut-off point 15 to 20. The MNRR range for CFQs was from 59% to
63%, and for IFQs was from 36% to 51%. At all cut-off points, Yahoo has better
MNRRs for CFQs. The MNRR differences between CFQs and IFQs at cut-off points

5, 10, 15, and 20 were 27%, 16%, 11%, and 11%, respectively.
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Figure 3.8: MNRR differences between CFQs and IFQs at four cut-off points for
each search engines

Figure 3.8 presents MNRR differences between CFQs and IFQs at cut-off points 5,
10, 15, and 20 for Google, Bing, and Yahoo. Each of the Web search engine has its
highest MNRR difference at cut-off point 5; however, as the cut-off point was
increased, MNRR difference generally decreased. The difference range for Bing was
from 9 % to 21%, for Google it was from 4% to 12%, and for Yahoo it was from
11% to 27%. Yahoo has the highest MNRR difference at cut-off points 5, 10, and 20.
At cut-off point 15 Bing has the highest MNRR differences. Google achieved better
than the other Web search engines (Bing and Yahoo), since Google has the lowest

MNRR difference at all cut-off points.
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3.3 Relation of the MPR Differences and the MNRR Differences
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Figure 3.9: MPR differences and MNRR differences between CFQs and IFQs at four
cut-off points for Google

Figure 3.9 presents MPR differences as well as MNRR differences between CFQs
and IFQs at cut-off points 5, 10, 15, and 20 for Google Web search engine. Google
presents better performance on MNRR, since Google has the lowest MNRR
difference compared to its MPR difference at all cut-off points. Google presented the
highest MPR difference and MNRR difference at cut-off point 5. While Google
displayed the lowest MPR difference at cut-off point 20, the lowest MNRR
difference was at cut-off point 15. While MPR difference decreased from cut-off
point 5 till cut-off point 20, MNRR difference was decreased as well as increased

between cut-off point 5 and 20.
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Figure 3.10: MPR differences and MNRR differences between CFQs and IFQs at
four cut-off points for Bing

Figure 3.10 presents MPR differences as well as MNRR differences between CFQs
and IFQs at cut-off points 5, 10, 15, and 20 for Bing Web search engine. Bing
presents better performance on MNRR, since Bing has the lowest MNRR difference
compared to its MPR difference at all cut-off points. Bing presented the highest MPR
difference and MNRR difference at cut-off point 5. While Bing displayed the lowest
MPR difference at both cut-off point 15 and 20, the lowest MNRR difference was at
cut-off point 20. While MPR difference decreased in general from cut-off point 5 till
cut-off point 20, MNRR difference was decreased as well as increased between cut-

off point 5 and 20.
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Figure 3.11: MPR differences and MNRR differences between CFQs and IFQs at
four cut-off points for Yahoo

Figure 3.11 presents MPR differences and MNRR differences between CFQs and
IFQs at cut-off points 5, 10, 15, and 20 for Yahoo Web search engine. Yahoo
presents less performance on MNRR at cut-off points 5 and 10, since Yahoo has the
highest MNRR difference compared to its MPR difference at cut-off points 5 and 10.
Besides, at cut-off points 15 and 20, the engine was presented better performance on
MNRR, since Yahoo has the lowest MNRR difference compared to its MPR
difference at those cut-off points. Yahoo presented the highest MPR difference and
MNRR difference at cut-off point 5. While Yahoo displayed the lowest MPR
difference at cut-off point 20, the lowest MNRR difference was at both cut-off point
15 and 20. While MPR difference was the same at cut-off points 10 and 15 and
MNRR difference was the same at cut-off points 15 and 20, for the rest, both MPR

difference and MNRR difference were decreased.

34



3.4 Summary and Discussion

As shown in Figures 3.1 to 3.3, Google, Bing, and Yahoo retrieved their highest
MPRs at cut-off point 5 for both CFQs and IFQs; however, when the cut-off point
was increased, their MPRs decreased till cut-off point 20. Therefore, for CFQs as
well as IFQs, the Web search engines retrieved their lowest MPRs at cut-off point
20. At all cut-off points, all the Web search engines have better MPRs for CFQs
compared to their MPRs for IFQs. However, when the cut-off point was increased,
for all the engines, the MPR difference between CFQs and IFQs decreased in general
(Figure 3.4). Furthermore, Yahoo has the lowest MPR differences at all cut-off

points.

As shown in Figures 3.5 to 3.7, Google, Bing, and Yahoo retrieved their lowest
MNRRs at cut-off point 5 for IFQs; however, when the cut-off point was increased,
their MNRRs also increased till cut-off point 20. Therefore, for IFQs, the Web search
engines retrieved their highest MNRRs at cut-off point 20. Besides, for CFQs: Bing
retrieved its lowest MNRR at cut-off point 10, Yahoo retrieved its lowest MNRR at
cut-off point 15, and Google retrieved its lowest MNRR at cut-off points 10 and 15;
and Google retrieved its highest MNRR at cut-off point 20, Yahoo retrieved its
highest MNRR at cut-off point 5, and Bing retrieved its highest MNRR at cut-off
points 5 and 15. At all cut-off points, all the Web search engines have better MNRRs
for CFQs compared to their MNRRs for IFQs. However, when the cut-off point was
increased, for all the engines, the MNRR difference between CFQs and IFQs
decreased in general (Figure 3.8). Furthermore, Google has the lowest MNRR

differences at all cut-off points.
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As shown in Figures 3.9 to 3.11, while the search engines displayed their highest
MPR differences and MNRR differences at cut-off point 5, their lowest MPR
differences and MNRR differences were at cut-off point(s) 15 and/or 20. At all cut-
off points, all the Web search engines have the lowest MNRR differences compared
to their own MPR differences. While Google’s and Bing’s MPR differences
generally decreased from cut-off point 5 till cut-off point 20, MNRR differences
were decreased as well as increased between cut-off point 5 and 20. Besides,
Yahoo’s MPR and MNRR differences were generally decreased from cut-off point 5

till cut-off point 20.
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Chapter 4

CONCLUSION

In this study, we investigated how the Web search engines handle Turkish words
which are frequently wrongly spelled and/or pronounced with their own particular

wrong form(s).

All Web search engines have better performance on retrieving relevant documents
for CFQs at all cut-off points. Furthermore, the least negative effectiveness of using
IFQs on retrieving relevant documents was presented by Yahoo, followed by Google,

and then, Bing.

All Web search engines have better performance on showing relevant documents
retrieved for CFQs in the top ranks at all cut-off points. Furthermore, the least
negative effectiveness of using IFQs on retrieving relevant documents was presented

by Google, followed by Bing, and then, Yahoo.

When considering the effect of using IFQs on each of the Web search engines, in
general, Google, Bing, and Yahoo were presented better performance on displaying

relevant documents retrieved in higher ranks than retrieving relevant documents.

It seems that using IFQs affected the retrieval effectiveness of the Web search

engines badly. Web search engines are needed to be improved for handling the
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wrongly spelled and/or pronounced Turkish words and during this period, using

CFQs should be preferred by the users.
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