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ABSTRACT 

In recent years, the research community interest has increased about wireless ad hoc 

networks. IEEE 802.11b standard is one of the wireless network standards which is used 

in such network these groups’ standards. The IEEE 802.11b standard defines the 

protocol and proper interconnections of data communication tools wireless local area 

network (LAN). It includes the physical and media access control (MAC) layers of the 

ISO seven-layer network model. Therefore, investigating its performance with different 

ad hoc network configurations is necessary. 

Routing protocols like AODV, DSR, TORA and OLSR are famous studies that 

discourse the performance evaluation of routing protocols via different evaluation 

methods. Various methods and simulation environments grant different outcomes. Thus, 

there is a need to broaden the spectrum to account for effects not taken into 

consideration in a particular environment. There is a need to expand the spectrum to take 

into consideration the effects of file size, numbers of nodes and mobility that were 

neglected in a specific environment. During the time of the thesis, the performance of 

AODV, ad hoc routing protocol in OPNET was evaluated using several scenarios. 

Effectiveness of this approach with 802.11b standard in various wireless ad hoc network 

configurations was investigated. The simulation results were analyzed and compared.  

In our simulation work, FTP traffic is used between a client and FTP server through 

other entire nodes with AODV protocol and 802.11b wireless standard. Our simulation 

results would also represent a situation where a MANET node can receive traffic from 
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another node in the network. Furthermore, the nodes are randomly scattered in the 

network to provide the possibility of multi hop routes from the client to the server. 

Keywords: Mobile Wireless ad Hoc Networks, Routing Protocol, Performance 

Evaluation, OPNIT simulator, AODV 
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ÖZ 

Son yıllarda, araştırma topluluğunun ilgisi kablosuz özele amaca yönelik (ad hoc) ağlar 

hakkında artmıştır. IEEE 802.11b standardı, bu ağlarda kullanılan kablosuz ağ 

standartlarından biridir. IEEE 802.11b standardı very iletişim için gerekli kablosuz yerel 

alan ağında (LAN) protokolü ve uygun bağlantıları tanımlar. Standart, yedi katmanlı 

ISO ağ modelinde fiziksel ve ortam erişim denetimi (MAC) katmanlarını içerir. Bu 

nedenle, farklı ad hoc ağ yapılandırmalarında bu standartın  performans araştırmak 

gereklidir. 

AODV, DSR, TORA ve OLSR gibi yönlendirme protokollerinin farklı değerlendirme 

yöntemleri ile yönlendirme protokolleri performansın değerlendirme de kullanılan ünlü 

çalışmalardır. Çeşitli yönlendirme yöntemleri ve simülasyon ortamları farklı sonuçlar 

vermek. Bu yüzden performans ölçülerinde belirli bir ortam dikkate alınmak yerine 

farklı ortamlarda göz önünde bulundurmak gerekir. Farklı ortamlarda, dosya boyutu, 

düğüm sayısı ve düğümlerin hareketliliğinin etkilerini incelemeye gerek vardır. Bu tezde 

bilinen bir yönlerdirme protokolü olan AODVi, OPNET simulatörü kullanılarak farklı 

ağ senaryolarında değerlendirilmiştir. Çeşitli kablosuz ad hoc ağ yapılandırmalarında 

802.11b standardının etkinliği araştırılmıştır. Elde edilen simülasyon sonuçları analiz 

edilip karşılaştırılmıştır. 

Simülasyon çalışmalarında, AODV protokolü ve 802.11b kablosuz standart kullanarak 

işlemci ve sonucu düğümler arasında FTP trafiği oluşturulmuştur. Ayrıca 

simülasyonlarda kablosusun bir ad hoc güğümünün başka bir düğümün erişim alanında 
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olmadığı durumlar da göz önüne alınmıştır. Ayrıca, düğümler ağda rasgele 

yerleştirilerde istemciden sunucuya çok hop yollarınoluşması sağlanmıştır.  

Anahtar Kelimeler: Mobil Kablosuz Özel Amaca Yönekli Ağlar, Yönlendirme 

Protokolü, Performans Değerlendirme, OPNET simülatörü, AODV Yönlerdirme 

Protokolü 
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Chapter 1 

INTRODUCTION 

Wireless networks are one of the most wide spread computer networks which utilize 

radio frequency channels to communicate between the nodes in the network without 

using any wire.  

MANET stands for Mobile Ad hoc Network. It is a solid infrastructureless wireless 

network. A MANET can be formed either by mobile nodes or by both fixed and mobile 

nodes. Nodes randomly associate with each other forming arbitrary topologies. They act 

as both routers and usual nodes.  

Ad hoc wireless network is one of the wireless networks that enable the users of the 

network to immediately communicate with each other. This means that ad hoc wireless 

networks do not require any routers or access points to be utilized in the network. Since 

there is no wire and no fixed router in this kind of networks, it is not difficult to enable 

the mobility in the network because the nodes will arbitrarily arrange themselves with 

respect to the topology changes. The transmission area of each node is limited. Hence, in 

order to reach a node that is out of a node’s transmission area, another node should be 

used as an intermediate node in order to forward the needed information. Since there is 

no any router or access point, every node inside the network can work as a router and 
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accomplish the duty of forwarding data. Thus, there will be a multi hop wireless link 

between the sender and receiver. 

Easy and fast deployment of wireless ad hoc networks and the decreased dependence on 

infrastructure makes this type of networks preferable in some areas. Besides being used 

as cell phones and for gaming purposes, wireless ad hoc networks can also be used in 

disaster areas or in search and rescue emergency operations. In our daily life, using 

wireless ad hoc network in taxis, stadiums and aircrafts is also possible. As for military 

purposes, these networks can be deployed on battlefield areas because they are good at 

mobility, fast and easy to setup. 

Researches in this area have continued with emphasis on prominent studies on Ad hoc 

On-demand Distance Vector (AODV), Dynamic Source Routing (DSR), Temporally 

Ordered Routing Algorithm (TORA) and Optimized Link State Routing (OLSR) [1]. 

Routing protocols are classified either as reactive or proactive. Ad hoc routing protocols 

that are a combination of both reactive and proactive characteristics are referred to as 

hybrid. In this study, we considered one routing protocol and it is reactive: AODV with 

FTP application. We modeled MANET scenarios with varying message size for fixed 

and mobile scenarios and evaluated the performance of AODV with respect to real life 

experiments that we have compare the result of the simulations study and the real life 

experiments. The contribution of this study is taking a new perspective of using the 

AODV routing protocol with FTP application and various message size. Since most of 

the studies focus on keeping the message size constant and changing the routing 
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protocols, whereas, in our case we keep the routing protocol constant, by using AODV 

routing protocol and change the message size.  Also, in our mobility scenario, we 

consider the mobility speed of the nodes closed to human speed. However, the majority 

of the studies we make the mobility speed fast or very fast. 

The organization of the thesis is as follows: Chapter 1 provides a general introduction. 

Chapter 2 introduces the routing protocol AODV in MANETs which is selected for 

investigation. Chapter 3 describes the simulation program OPNET. Chapter 4 presents 

the modeling of MANETs in OPNET which are presented earlier; simulation setup for 

different scenarios and the results of simulation are also discussed. Chapter 5 contains 

the conclusion and future work. 
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Chapter 2 

6 OVERVIEW OF ROUTING PROTOCOLS 

Wireless ad hoc network is a set of nodes that communicate with each other without the 

need to use router for centralized control. Source node can be any node in a wireless 

network, an intermediate node which work as a router, and a destination node. The main 

characteristics of a wireless ad hoc network can be changed with respect to the chosen 

routing protocol.  

Wireless network has many routing protocols and we can mainly classify them as 

unicast, multicast and anycast. Unicast is a single connection between the client and the 

server. Unicast uses IP delivery methods like Transmission Control Protocol (TCP) and 

User Datagram Protocol (UDP) which means that the packets will be send to a specific 

single destination host from a source node in a particular network. There is a one to one 

relationship between the source and the destination node. The second type is multicast 

which means sending a packet from a source node to a group of nodes in that network 

using networking technique of delivering the same packet simultaneously to a group 

of nodes. In this type of network, multicast address will be given to each node and in the 

same network more than one node can have the same multicast address. Consequently, 

when sending a packet to a unique multicast address, a group of nodes will receive this 

packet if they belong to that address. Multicast has a one-to-many association between 
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network addresses and network end points. Finally, anycast means that a packet will be 

sent from a source node to the closest server or to the best localized server in the 

network. In anycast mechanism, in the network there is one or more server(s) and the 

goal is that the packet will be sent to the best server among all the other servers. And the 

word “best” can vary with respect to the anycast protocol that is selected. It may be the 

closest node, the least traffic involving server or any other things relying on the system 

used.  

Wireless ad hoc networks have many routing protocols that are made for it. These 

protocols can be classified either as reactive or proactive [2]. Hybrid protocols are ad 

hoc routing protocols with a combination of both reactive and proactive properties. 

2.1 Proactive Routing Protocols 

Proactive routing protocols build and maintain routing data to the entire nodes. This is 

regardless whether the route is needed or not [3]. Every node saves the routing data for 

all the nodes in the network and that depends on the protocol used. The number of tables 

needed for maintaining the routing data can change. The most important thing is the 

tables are periodically updated. This is because the information transmission from a 

source node to any destination node continues even when the data flow does not exist. 

This kind of routing protocols has its advantages and disadvantages. One of its main 

advantages is that nodes can easily receive routing data and it’s easy to build a session. 

The disadvantages are: keeping excessive information in the nodes for route 

maintenance and when there is a failure in a specific link it is slow to restructure. OLSR 

(Optimized Link State Routing) [4] [5] is an example of a proactive routing protocol. It 
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has working mechanisms that are unicast and proactive i.e. exchanging topology 

information will be done in frequent manner with other nodes in the network [6]. This 

protocol is the improvement of the conventional link state protocol developed for mobile 

ad hoc network and is also applied in WiMAX Mesh. Minimizing the size of the control 

packets, which are the OLSR accountabilities by reducing the desired control packets 

transmission number. OLSR primary goal is to regulate the control traffic overhead in 

the network with the Multipoint Relays (MPRs) assistance [7]. The main idea behind the 

OLSR protocol is the MPR concept. It is essentially a node's one-hop adjacent in the 

network. 

2.2 Reactive Routing Protocols 

Reactive protocols are known also as on demand protocols which have the capability of 

finding a route from a source node to a destination node(s) when a source node wants to 

send a packet. Generally, this means that before sending the original data to the 

destination, a route discovery mechanism is activated to discover the route that is going 

to be used for the information to be sent on it. Furthermore, reactive protocols have two 

types of protocols. The first one of reactive protocols works by combining the whole 

route address with the original data after discovering the best route and sending the 

entire packet. The intermediate nodes don’t have to care about to which node they have 

to send the packet since that information is provided within the packet inside the data 

that our goal is to send from the source node. The other kind works by putting a routing 

table within each intermediate node. Every time an intermediate node receives a packet, 

the current node will take the decision where to send the packet by searching at the table 

inside it. The distinction of this mechanism comes from setting the next hop address in 
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the packet rather than setting the whole route information. The advantage of this 

algorithm is that it gives us lower route overhead and the disadvantage of this algorithm 

is its high latency when discovering routes. Another disadvantage is that the potential of 

the network will be blocked up when flooding is immoderate [8]. Reactive routing 

protocols have many types of routing protocols such as AODV, TORA, LAR and DSR. In 

our study, we used AODV routing protocol.  

2.3 Ad hoc On-demand Distance Vector Routing (AODV) 

Ad hoc On-demand Distance Vector Routing (AODV) [9] [10] is a novel algorithm for 

the ad hoc operation networks. Every mobile node works as a special router and routes 

are gained as required i.e. on-demand with little or no dependence on periodic 

announcements. For a dynamic self-starting network, AODV algorithm is very suitable 

as desired by users wanting to make use of the ad hoc networks. AODV presents loop 

free routes even when reforming broken links. Since the protocol does not need global 

periodic routing announcements, the request on the overall bandwidth available to the 

mobile nodes is considerably less than in those protocols that do require such 

announcements. 

A pure on-demand route acquisition system can be called to the AODV, these nodes do 

not rely on active paths or keep any routing information neither contribute in any 

periodic routing table exchanges. In addition, a node doesn’t have to detect and keep a 

route to another node until it wants to communicate. To keep the most new routing 

information between nodes, the destination sequence numbering method will be applied. 
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Every ad hoc node keeps a monotonically rising sequence number counter which is 

applied to replace stale cached routes. 

2.3.1 AODV Basic Operations  

This section clarifies every operation required in an AODV [9] network to create, delete 

and maintain routes. 

2.3.1.1 Path Discovery 

The operation of Path Discovery is started whenever a source node wants to contact with 

another node that has no routing information in its table. Each node keeps two isolated 

counters: sequence number of a node and a broadcast identification. The source node 

begins path discovery by broadcasting a route request (RREQ) packet to its neighbors. 

The RREQ consists of the following fields: 

• Source address 

• Source sequence number 

• Broadcast ID 

• Destination address 

• Destination sequence number 

• Hop count 

What uniquely identifies a RREQ is both source address and broadcast ID. Broadcast ID 

is increased whenever the source released a new RREQ. Every neighbor either returns a 

route reply (RREP) back to the source to satisfy the RREQ or re-broadcasts the RREQ to 

its own neighbors after raising the count number of hops. Notice that a node can receive 

the same route broadcast packet from different neighbors which means that the node will 
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have multiple duplicate of the packet. The intermediate node may drop the received 

RREQ and will not rebroadcast it, if it already has received a RREQ with the same 

broadcast ID and source address. 

2.3.1.2 Reverse Path Setup 

RREQ contains two sequence numbers included in it: the sequence number of the source 

and the last sequence number of the destination known to the source. The sequence 

number of the source is utilized to preserve the updated information considering the 

reverse route to the source and the sequence number of the destination specifies how 

updating a route must be to the target so the source can accept it. 

 

Figure 2.1: Reverse Path Settings [11] 
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Figure 2.1 shows that when the source node S decides that it wants a route to the target 

node D and there is no root available, instantly node S begins broadcasting RREQ 

(Route Request) message to its neighboring nodes in research of route to the target. The 

nodes 1 and 4 are start as neighbors to the node S that receives the RREQ message. And 

nodes 1 and 4 make a reverse link to the source from which they received RREQ. Since 

the nodes 1 and 4 are not aware of the link to the node D, they rebroadcast this RREQ to 

their neighboring nodes 2 and 5. As the RREQ travels from a source to different targets, 

it automatically adjusts the reverse path from every node back to the source as shown in 

Figure 2.1 above. If the node receives a RREP back to the node that created the RREQ, 

the reverse route is needed. Before broadcasting the RREQ, the making node buffers the 

RREQ ID and the originator IP address. In this way, when the node receives a packet 

again from its neighbors, it will not reprocess and re-forward the packet. 
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2.3.1.3 Forward Path Setup 

 

Figure 2.2: Forward Path Settings [11] 

As shown in Figure 2.2 on forward path. A node will receive a RREQ that has a current 

route to the target or the target itself. The first check of the node will do when it receives 

the RREQ if it was received through a bi-directional link. If an intermediate node has a 

route entry for the desired destination, it decides whether the route is current by 

matching the sequence number of the destination in its own route entry to the sequence 

number of the destination in the RREQ. If the RREQ’s destination sequence number is 

larger than that the one recorded by the intermediate node, the intermediate node should 

not utilize its recorded route to replay to the RREQ. Instead, the intermediate node re-

broadcasts the RREQ. The response of the intermediate node can only happen when it 

has a route with a sequence number that is larger or equal to that in the RREQ. If it has a 
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current route to the destination and if the RREQ has not been processed before, then the 

node unicasts a route reply packet (RREP) back to its neighbor from which it received 

the RREQ.  

A RREP has the following information: 

• Source address 

• Destination address 

• Destination sequence number 

• Hop count 

• Lifetime 

By the time a broadcast packet reaches at a node that can provide a route to the 

destination, a reverse path has been created to the RREQ source. As the RREP goes back 

to the source, every node along the path establishes a forward pointer to the node from 

which the RREP came, updates its timeout information for route entries to the source 

and destination, and saves the latest sequence number of the destination for the 

requested destination. Figure 2.2 shows the forward path setup as the RREP travels 

across the nodes 3, 2, 1 from the target D to the source node S. The RREP decides that 

nodes 4 and 5 are not in the path, and will timeout after active route timeout and will 

delete the reverse pointers from these nodes.  

 



 

13 

A node that receives a RREP will pass through the first RREP for a given source node 

heading to that source. If further RREPs are received, it refreshes its routing information 

and passes the RREP through only if the RREP has either a larger sequence number of 

the destination than the old RREP, or equal sequence number of destination with a 

smaller hop count. Now the source node S can start data transmission once it receives 

the first RREP, and can later refresh its routing information if it detects a better route. 

2.3.2 Route Table Management 

Route request expiration timer is a timer coupled with reverse path routing entries. The 

reason why the timer is used is to delete the reverse path routing entries from the nodes 

that do not rely on the path from the source to the destination. The expiration time rely 

on the ad-hoc network size. Another essential parameter that associates with routing 

entries is the route caching timeout or the time after which the route is considered 

invalid. 

In every routing table entry, the active neighbors’ address from which packets for the 

given destination are received is also preserved. If it establishes or relays one packet at 

least for that destination inside the most recent active timeout period then a neighbor is 

said to be active for that destination, this information is kept so that every active source 

nodes can be informed when a break happens in the link along the path to the 

destination. A route entry is called active, if any active neighbors are using it. And what 

keeps a route table entry for every destination of interest is the mobile node. 
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Every route table entry has the following information: 

• Destination 

• Next Hop 

• Number of hops 

• Sequence number for the destination 

• Active neighbors for this route 

• Expiration time for the route table entry 

Every time a route entry is used to transfer data from a source to a destination, the entry 

timeout is reset to the current time plus active route timeout. If a fresh route is given to a 

mobile node, the mobile node compares the sequence number of the destination of the 

fresh route to the sequence number of the destination for the current route. The route 

with the largest sequence number is selected. If the sequence numbers are equal, then the 

fresh route is chosen only if it has a smaller metric to the destination. 

2.3.3 Link Breakage 

When a break happens in the link, the node must nullify the existing route in the routing 

table entry. The node must make a list of the influenced destinations and decides which 

neighbors can be influenced with this breakage. At last the node should submit the route 

error (RERR) message to the corresponding neighbors. The RERR message can be 

unicasted if one neighbor is only there or broadcasted if there are a lot of neighbors in 

need for that information. If broadcast is impossible, the hosts as well can recursively 

unicast the message to the neighbors that need the information. 
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2.3.4 Path Maintenance 

Nodes movements that are not in an active path don’t influence the routing to that path’s 

destination. During an active session, if the source node moves, it can re-initiate the 

route discovery procedure to make a fresh route to the destination but when the 

destination or an intermediate node moves, a unique RREP is sent to the influenced 

source nodes. To guarantee symmetric links, a periodic hello messages can be applied, 

and also to discover any failures in the link. Instead, and with latency that is far less, 

applying link-layer acknowledgments (LLACKS) could discover these failures. A 

failure in the link is detected also if attempts to forward a packet to the next hop fail. 

The moment that next hop becomes out of reach, the node upstream of the break spreads 

an undesirable RREP with a new sequence number and hops count of infinity to every 

active upstream neighbors. Those nodes then rebroadcast that message to their active 

neighbors and so on. This operation lasts until every active source nodes are informed. 

When a broken link notification is received, source nodes can repeat the discovery 

operation if they still need destination route. To decide if a route is still required, a node 

may inspect if the route was used lately, and also check upper level protocol control 

blocks to see if connections stay open, applying the indicated destination whether the 

source node (or any other node along the old route) determines that it likes to reconstruct 

the route to the destination, it sends an RREQ with a sequence number of the destination 

of one larger than the old known sequence number, to guarantee that it constructs a fresh 

route and that no nodes response if they still consider the old route as valid. 
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2.3.5 Local Connectivity Management 

Despite the fact that AODV is a reactive protocol it applies the Hello messages regularly 

to notify its neighbors that the route to the host is alive. The Hello messages are 

broadcasted with TTL and the value of it equals to 1, to ensure that the message won’t 

be forwarded further. It will update the host lifetime information in the routing table 

when the Hello message is sent and received by the host. If the host doesn’t obtain 

information from the host’s neighbor for letting hallo loss hello interval amount of time, 

after that the routing information inside the routing table is signed as lost information. 

This action creates the required RRER message to notify other hosts of the breakage in 

the link.  

The local connectivity management with hello messages can be used to guarantee that 

only nodes with bidirectional connectivity are assumed to be neighbors. For this purpose, 

every hello sent by a node lists the nodes from which it has heard. Every node is 

examined to ensure that it uses routes only to neighbors that have heard the node’s hello 

message. To keep local bandwidth, such checking should be done only if explicitly 

configured into the nodes. 

2.3.6 Local repair 

When the breakage happened in the link occurs and if the destination from the host to 

breakage is less than or equals to a particulate amount of hops, the host can locally try to 

repair the link. To repair the link, the host increases the sequence number of the 

destination and broadcasts the RREQ message to the host. The TTL for the IP header 

should be calculated, so that local repair operation wouldn’t distribute over the network. 
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The host stands in for the RREP messages to its RREQ message for particulate amount 

of time. If the RREP message is not received, then it shifts the status of the routing table 

for the entry to invalid. If a host gets the RREP message, consequently the hop count 

metric is compared. If the hop metric from the message is larger than the old one then 

the RERR with the N field install is broadcasted. The N field in the RERR message 

shows that the host has locally reformed the link and the entry in the table shouldn’t be 

canceled. The received RREP message is considered as original RREP message. 

2.4 Properties of IEEE 802.11 Standards (WLAN) 

802.11 refer to a family of specifications developed by the IEEE (Institute of Electrical 

and Electronics Engineers) for wireless LAN (WLAN) technology. 802.11 specify an 

over the air interface between a wireless client and a base station or between two 

wireless clients. The IEEE accepted the specification in 1997. There are different 

specifications of the 802.11 family such as 802.11a, 802.11b, 802.11e and 802.11g. In 

our study, we chose 802.11b for implementing. 802.11 applies to wireless LANs and 

provides 1 or 2 Mbps transmission in the 2.4 GHz band using either frequency hopping 

spread spectrum (FHSS) or direct sequence spread spectrum (DSSS). The 802.11b 

applies to wireless LANS and provides 11 Mbps transmission (with a fallback to 5.5, 2 

and 1-Mbps) in the 2.4 GHz band. The 802.11b uses a direct sequence spread spectrum 

for transmission data. 

The system that has removable computers which can communicate to each other by 

radio can be expressed as a wireless LAN. These wireless LANs are of more several 

characteristics than traditional LANs and request specific MAC sub layer protocols.  

http://www.webopedia.com/TERM/I/IEEE.html
http://www.webopedia.com/TERM/W/WLAN.html
http://www.webopedia.com/TERM/F/FHSS.html
http://www.webopedia.com/TERM/D/DSSS.html
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Using traditional LAN protocol for WLAN is not that perfect because of the interference 

at the receiver, not at the sender. Traditional LAN protocol is utilized in WLAN and 

results in two types of problems called hidden station problem and exposed station 

problem [12]. 

2.4.1 Hidden Station Problem 

Let’s suppose that there are four stations and they are A, B, C and D as shown in Figure 

2.3. The station A and B are within each other radio range and they can likely interfere 

with each other but station C can only interfere with stations B and D, but not station A. 

 

Figure 2.3: A Wireless LAN with Station A is Transmitting (Hidden Station Problem) 

Now if the A station wants to transmit to station B as shown in the figure above. Station 

C feels the medium, but it will not hear station A because it is far from the range of 

station C, therefore; station C makes an incorrect decision that can transmit. If in this 

situation, station C begins transmitting, it will interfere at station B, which eliminates the 

framework of station A. This simple hidden station problem occurs when the station 

cannot discover a possible rival for the medium because the rival is far away. 
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2.4.2 Exposed Station Problem 

First let’s suppose that station B is transmitting to station A as shown in the Figure 2.4. 

If station C feels the medium, station C will hear a continuous transmission and makes 

an incorrect decision not to send to the station D, in reality,  transmission like that can be 

a reason for poor reception only to the area between station B and C, where neither of 

the intentional receivers exists. This state is called as the exposed station problem. 

 

Figure 2.4: Wireless LAN with Station B is Transmitting (Exposed Station Problem) 

2.4.3 Basic Access Method: CSMA/CA 

The access mechanism that is utilized in WLAN is CSMA/CA (Carrier Sense Multiple 

Access/ Collision Avoidance) simultaneously with the Distributed Coordination 

Function (DCF). DCF utilized RTS (Request To Send) with CTS (Clear To Send) 

indicates to minimize the potential of collisions that happen because of the hidden 

station problem [12]. To avoid the exposed station problem, a station has to wait a 

randomly back off time between two sequential novel packet transmissions time. Next 

paragraphs will show how the mechanism works. 
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In wireless network, if the station decides to transmit information, it implements a 

carrier sense of the medium first of all. If the medium is idle, it waits for a period of time 

called DIFS (Distributed Inter-Frame Spacing), which means that the station has to wait 

a period of time before sensing the medium again. If in this satiation, the medium are 

idle again after this DIFS period, the package will be transmitted directly. In the receiver 

side, it also waits for a period of time called SIFS (Short Inter Frame Spacing). After the 

SIFS, the Acknowledgement ACK responses back to the transmission station. For all 

other stations that want to transmit during this time, the medium will be accessible; they 

will have to delay access [13]. 

On the other hand, if the transmitter which will send the data feels that the medium is 

occupied, it should wait a DIFS and then enters into the contention stage. In the 

contention stage, every station has to produce a random back off period and looks 

forward the time stage. After each elapsed period which is calculated in a slot, the back 

off amount is counted down, but however the medium becomes idle for transmission. If 

the medium becomes idle for sending the data next to the back off time stage, the station 

should wait for a DIFS as shown above on the top and sends the data if the medium is 

kept idle.  

Virtual Carrier Sense: The station prepared for transmitting a packet will initially 

transmit a RTS (Request To Send) which is a small monitoring packet, this RTS 

contains the information of the server, destination and the period of the next bargain and 

at the destination it ought to reply with CTS (Clear To Send) which is a reply monitoring 

packet if the medium is idle, which contains the similar period information. The whole 
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other stations which receive any of the RTS or the CTS will put their Virtual Carrier 

Sense signal named NAV (Network Allocation Vector) for the specific period. NAV is a 

utilized reference on how an extended medium be reserved. Figure 2.5 below shows all 

the operations that are mentioned above. 

 

Figure 2.5: WLAN CSMA/CA Medium Access Scheme [14] 

2.5 Main Directions to Investigate Wireless Ad Hoc Networks 

Wireless ad hoc networks are investigated under two main directions. The first direction 

is related to the deployment of such networks in real-world outdoor environments, 

namely experimental studies. It requires large resources, long time and many 

participants to perform such studies. The lack of repeatability is another drawback of the 

experimental studies, that is, the behavior of the investigated network cannot be 

evaluated many times with exactly the same environmental effects. However, this 

approach provides very valuable information about actual characteristics of wireless ad 

hoc networks. And since there is no potential to have inaccurate or wrong assumptions 

about external influences, more realistic output data is obtained as well. A survey of 

existing real-world ad hoc test beds is given in [15]. 
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The second direction is related to simulation modeling. Simulation modeling is an 

attempt to form a simplified abstraction of a real system at a digital computing 

environment, so that the system can be studied to investigate its behavior, under various 

conditions, and gain insights on how the system operates [16]. In order to clarify and 

solidify the definition of simulation modeling, descriptions of a real system, model of a 

system and discrete-event system simulation are provided in the following text. 

A real system can be defined as, a set of elements that interact with each other to 

perform some common task. Considering dynamic systems, continuous and discrete 

systems are the main categories. In continuous systems, state variables, variables that are 

chosen to describe the behavior of the system, are continuously changing in time and 

taking continuous values. However, in discrete systems, state variables are changing at 

discrete moments of time and only take discrete values [16]. 

A simplified abstraction of a system that is detailed enough to allow the derivation of 

desired performance measures with sufficient accuracy is called a model of the system. 

Models can be static/dynamic, deterministic/stochastic and continuous/discrete. 

Simulation modeling has other great advantages, such as: requirement for much fewer 

resources (participants, time and equipments) as compared to the experimental studies, 

manageability of time (time can be easily compressed/expanded), Competence to 

investigate behavior and characteristics of ad hoc networks with arbitrary large number 

of mobile nodes and any desired combination of parameters, being the only type of 

investigation possible, for most complex, real-world systems with stochastic elements, 
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since they cannot be accurately described by a mathematical model for analytical 

evaluation, usability to answer “what if” questions, ability to test different modes of 

operation outside the real system, without disturbing ongoing operations, in the analysis 

of an existing system, and ability to check design variants before implementation in the 

design of new systems [17], [18]. 

Beside these advantages, simulation modeling also has its problems and challenges. 

Model building requires special training and experience, in order to be able to develop 

accurate models. Where in our model, choosing sufficiently realistic mobility model for 

node movement, specifying a general and feasible scheme of inter-node communication 

and determining reasonable performance metrics that reflect important characteristics of 

the network, as well as, how to derive these metrics from the raw simulation data, are 

some of the complexities that I face. After modeling and run of simulation, the obtained 

results can be difficult to interpret, as the output results are random. Accordingly, it is 

hard to determine if an observation is a result of randomness or system interrelationship 

[19]. 
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2.6 Literature Review of the Existing Work 

In [20], the authors examined the performance of AODV, DSDV and OLSR in different 

simulation parameters using NS2 simulator. The used performance metrics are packet 

delivery ratio, average delay and throughput. The simulation results show that using 

AODV protocol the packet delivery ratio has high value in smaller packet size. By 

increasing the packet size (256, 512, 1024, 2048 and 4096 bytes), the packet delivery 

ratio is decreased.  

In [21] a performance comparison of protocols AODV, DSR and DSDV on CBR traffic 

using NS2 simulator was preformed. In this study, the performance metrics used are 

packet delivery ratio, average end to end delay and normalized routing load. The results 

obtained from the simulation study show that with AODV routing protocol the packet 

delivery ratio start with the high value and getting decreed by the increasing of sending 

rate. 

In [22], they addressed the on-demand routing protocols by focusing on DSR protocol 

and AODV routing protocol. Ftp traffic are used with OPNET simulator to establish the 

simulation models of DSR and AODV routing protocols. The performance metric used 

in this study are routing discovery time, network delay, average number of hops and 

network throughput.  

In [23], the authors evaluated the performance of AODV and OLSR in various 

performance metrics such packet delivery ratio, routing overhead and end to end delay. 
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NS2 simulator is used with CBR traffic. By increasing the data traffic rate, the packet 

delivery ratio of AODV routing protocol begin to decrease. 

Table 1 summarizes a few works that have been done recently using OPNET simulation. 

Detailed simulation and parameters could be observed from this table. In some of the 

simulation, results have  been drown with respect to time but here in this thesis the 

different number of nodes [9, 30, 60 and 90] and different file size [500, 1000, 1500, 

2000, 2500, 3000, 4000 and 6000] is shown in the results. Which we have several 

simulation scenarios by OPNET simulator for fix and mobile nodes, where changing the 

number of nodes and the message size and fix the speed of nodes for the mobility 

scenarios similar to walking speed and then did the real life work to test the result of the 

simulation and compare them. 
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Chapter 3 

TOOLS FOR MODELLING AND SIMULATION OF 

WIRELESS AD HOC NETWORKS 

There are a lot of simulation packages available, but NS2 (Network Simulator 2) [24] 

and OPNET (Optimized Network Engineering Tool) [25] [26] are the most famous tools 

utilized in the wireless ad hoc networks for modeling and simulation. NS2 is a discrete 

event network simulator that is mostly applied for multicast routing protocols ad hoc 

networks. User offers the topology of the network out of the simulation interface. After 

that the program, using particular parameters, simulates the offered topology. Support 

for famous network protocols is counted as one of the main benefits of NS2. But the 

simulator has incomplete wireless MAC/PHY layer definition that modeling of obstacles 

is unaccomplished. 

In this study, OPNET was chosen as the simulation program. Since the measurability 

and the efficiency of the simulation for this program is one of the best because of its 

tremendous characteristic like comprehensive graphical user interface and animation, as 

well as it has several of protocol and vender devices model with massive flexibility for 

checking and analysis. Moreover, it offers object oriented modeling and open source 

code model that offers easier understanding of the system. 
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In this chapter, we will demonstrate by details the OPNET simulator architecture in four 

sections; OPNET Architecture, MANET Model Architecture in OPNET, Configuring 

routing protocols in OPNET, and Taking results of Route. 

3.1 OPNET Architecture 

OPNET provides a comprehensive development environment for modeling and 

performance evaluation of communication networks and distributed systems. The 

package consists of a number of tools, each one focusing on particular aspects of the 

modeling task. These tools fall into three major categories that correspond to the three 

phases of modeling and simulation projects: Specification, Data Collection and 

Simulation and Analysis. 

These phases are necessarily performed in sequence. They generally form a cycle, with a 

return to Specification following Analysis. Specification is actually divided into two 

parts: initial specification and re-specification, with only the latter belonging to the 

cycle, as illustrated in Figure 3.1 

 

Figure 3.1: Simulation Project Cycle of OPNET 
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3.2 MANET Model Architecture in OPNET 

The routing protocols such as AODV, DSR, TORA and OLSR are available to use in 

OPNET version17.1. ODPFv3 [27] for the MANET routing protocol are under 

development. This part explains model architecture, node models of MANET and all 

source, header and external files that are used by AODV process are shown in Figure 

3.2. 

 

Figure 3.2: MANET Model Architecture [28] 

The figure above illustrates the node model architecture of a MANET node. This 

MANET node could be a WLAN workstation operating in ad hoc mode. The position of 

ip_dispatch of the ip_encap process created a manet_mgr that manage whole ad hoc 
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routing protocols in OPNET. The manet_mgr again creates a different specified process 

for the wanted ad hoc routing protocol as defined in the parameter. 

3.2.1 Node Models in MANET 

Whole nodes that used in MANET are included in the MANET object plate tree as 

shown in Figure 3.3. In our study, we used most of the nodes such as Application 

Config, Mobility Config, Profile Config, Rxgroup Config and Wlan_wkstn for both fix 

and mobility scenarios.  

 

Figure 3.3: MANET Object Palette Tree 
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In MANET, wireless LAN workstations and servers nodes models could be utilized for 

generating application traffic like FTP, E-mail, and HTTP over TCP over IP over 

WLAN. For run the AODV, these nodes could be configured to run it as routing 

protocol. Where, the MANET stations models can be used for generating a raw of 

packets on IP in WLAN. They can be configured as a transit source or destination and 

also can be configured for running AODV as the routing protocol. 

The application configuration was every profile and was built using various application 

definitions. For every application definition, we enable specifying the use of parameters 

like start time, duration and repeatability. We can have also two similar applications 

having different uses of the parameters; where we could use various names to 

correspond these as two distinguished application definitions. The mobility 

configuration to which these nodes can be applied to determine mobility profiles that 

individual nodes refer to model mobility. This node controls the nodes movement 

depending on the configured parameters. 

Profiles configuration defines the activity patterns of a user or group of users in terms of 

the applications used over a period of time. You can have many various profiles running 

on a given LAN or workstation. These profiles can represent various user groups. For 

example, you can have an Engineering profile, a Sales profile and an administration 

profile to describe normal applications used for each employee group. The receiver 

group configuration node is applied to count the possible set of receivers with which a 

node can communicate. This utility node can extremely increase the speed of a 

simulation by eliminating receivers that do not match. 
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3.3 Configuring AODV in OPNET 

When clicking the right click on any node put in the project modifier, a new window 

should appear to modify attribute values of different parameters. Figure 3.4 shows the 

configuration of AODV parameters.  

 

Figure 3.4: Configuration of AODV in OPNET 
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3.4 Taking Results of AODV 

By just right click on the project editor new editor will be opened to choose individual 

DES (Discrete Event Simulation) statistics, by going in that, we will have the choice to 

select various statistics that are  going to be simulated. Figure 3.5 shows how to choose 

the statistics from OPNET project editor. 

 

Figure 3.5: Choosing Statistics 
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Chapter 4 

SIMULATION SETUP IN OPNET AND RESULTS 

During this chapter, we will explain the simulation setup and modelling of network 

protocols with default parameters using a MANET model which is supported by OPNET 

17.1. Moreover, the network scenarios are explained and a comparison of the results of 

the simulation is made. 

4.1 Performance Metrics  

In our simulation, route discovery time, total route request sent are used as performance 

metrics for the AODV routing protocol, upload response time and packet delivery ratio 

are used as performance metrics for the FTP application. 

The route discovery time is the time to discover a route to a specific destination. It’s the 

time when a route request was out to discover a route to that destination until the time a 

route reply is received with a route to that destination. This statistic represents the time 

to discover a route to a specific destination by all nodes in the network.  

Total route request sent is a statistic that represents the total number of route request 

packets sent by all nodes in the network during route discovery. 

Packet delivery ratio metric consists of two parts, traffic received and traffic sent, which 

can be defined as follows: the traffic received is the average number of packets 
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forwarded to all FTP applications by the transport layers in the network. The traffic sent 

is the average number of packets submitted to the transport layers by all FTP 

applications in the network. In our simulations there is one client and one server and 

other nodes are intermediates. The packet delivery ratio is found by the following 

equation: 

                      
                                              

                                            
                   

Upload response time is the time to elapse between sending a file and receiving the 

response. The response time for responses sent from any server to an FTP application is 

included in this statistic.  

4.2 Simulation Setup in OPNET 

In the simulation program OPNET 17.1 which is used in this study, the program is 

supported the routing protocols such as AODV, DSR, OLSR, GRP and TORA. In our 

project, we choose the protocol AODV to apply it with the chancing the data size. All 

the nodes used in the simulation are set with IPv4 were auto configured. To complete the 

project, we have at least 60 sets of simulations details that should be designed and 

chosen carefully to make the project run. After the running of the simulation, and 

collecting statistical data, all of the scenarios are run for 300 seconds. In order to design 

a MANET with a routing protocol, someone should follow the following steps: 

First of all, when we want to create our project we should name it. Then, the Scenario 

name must be a one that indicates what we work on; like in our case it’s named (9 

fixable nodes in AODV). After naming, we create empty scenario and then select 
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campus from the network Scale. In our project, we choose the area size to 500 by 500 

square meters just like the area size that we work in real life. When we reach to model 

family list, we choose MANET by clicking on it. Figure 4.1 shows these steps. 

 

Figure 4.1. Review of Startup Wizard 

After we did these settings, we will get an empty screen in which we can put our nodes 

and complete the rest setting so we can run it at the end. 

Now let’s start with node and how we made the setting: 

4.3 Application Configuration  

From the object palette, we can choose and integrate the application configuration on the 

campus network. After we open it, it will pop a window which includes a name if we 

want to name the application and a description table that specifies various parameters. A 

user profile is built using various application definitions. An application definition 

specifies an application with parameters. An application may have tasks and a task may 

have multiple phases. A phase can have many requests and responses. In our study, we 

have chosen the FTP application. 
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4.3.1 FTP Application 

FTP is a file transfer protocol used to perform huge data transfer from server to user 

agents. Main objects of FTP include [29] file sharing promotion between computers, 

usage of remote systems through some applications; efficiently and reliably data 

transfers; they are designed specifically for application programs for utilization. The 

client always downloads one file per session in which the server may change for each 

session. In our work, we used FTP application with different file size, which is verging 

from 500 to 6000 bytes. 

Also, when we double click on FTP it will show another window, from which we can 

control the same specific of, FTP such as Inter-request time and file size and others. 

Inter-request time defines the amount of time between file transfers. The start time for a 

file transfer session is computed by adding the inter-request time to the time that the 

previous file transfer started. The unit used for measuring inter-request time is a second. 

In our simulation, the inter-request time has been set to 0.1 second.  
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File size defines the size of a file transfer, and the unit used for file size is a byte. In our 

simulation, file size is changed from 500, 1000, 1500, 2000, 2500, 3000, 4000 and 6000 

bytes. This means that we need to run the same scenario eight times for each set of 

contract so we can collect all the data we need. The following Figure 4.2 shows these 

settings. 

 

Figure 4.2: FTP Setting 

4.3.2 Command Mix (Get/Total) 

It is mean the percentage of file "get" commands to the total FTP commands.  The 

remaining percent of the commands are FTP file "put" transactions. 
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4.3.3 Profile Configuration 

From the object palette, we choose Profile configuration and drag it to the campus 

network. A profile configuration is a profile that describes user activity over a period of 

time. A profile consists of many different applications. For example, a "Human 

Resources" user profile may contain "Email", "Web" and "Database". We can specify 

various loading characteristics for the different applications. Each application is 

described in detail within the application configuration object. The profile created on 

this object is referenced by the individual workstation to generate traffic. The following 

Figure 4.3 shows the setting of profile configuration. 

 

Figure 4.3: Profile Configuration Attribute 
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4.3.3.1 Start Time Offset  

If the "Operation Mode" is set to "Simultaneous", this offset refers to the offset of the 

first instance of each application (defined in the profile), from the start of the profile.  

If the "Operation Mode" is set to "Serial (Ordered)" or "Serial (Random)", this offset 

refers to the time from the start of the profile to the start of the first application. It also 

serves as the inter-application time between the ends of one application to the start of the 

next. If an application does not end (e.g., duration set to 'End of Profile), subsequent 

applications won't start. In our study, we set start time offset to constant (10). This 

means that application will start after (10) seconds and then will begin the profile at (30) 

seconds because we previously set it to (30) from start time as shown in Figure 4.4. 

 

Figure 4.4: Application and Profile Starting 
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4.3.3.2 Duration  

In the profile configuration, we have two types of duration. The first one is for the 

application, and it means the maximum amount of time allowed for an application 

session before it aborts. This is often used as a time out. When set to “End of Profile”, 

the application will end when the profile duration has expired. When set to “End of Last 

Task”, the application will end when the last task of the application has completed 

regardless of task completion times. In our thesis, we set to “End of Last Task”. 

The second duration is for the profile, which means the maximum amount of time 

allowed for the profile before it ends. When set to “End of Simulation” the profile is 

allowed to continue indefinitely till the simulation ends. When set to “End of Last 

Application” the profile is allowed to continue till the last instance of an application 

running as part of this profile ends. If the application repeatability is unlimited, the 

profile will end when the simulation ends. Repeated profiles should not have their 

duration set to “End of Simulation”. In our study, we set it to “End of Simulation” as 

shown in Figure 4.4. 

4.3.3.3 Inter-repetition Time  

It is defined when the next session of the application will start depending on the 

Repetition pattern. 

Serial - The start time of the next application is computed by adding the inter-repetition 

time to the time at which the previous session completed. 
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Concurrent - The start time of the next application is computed by adding the inter-

repetition time to the time at which the previous session started. When set to concurrent, 

the mean outcome should not be zero. A mean of zero would cause sessions to be 

created at an infinite rate. In our study, we set it to constant (5) as shown in Figure 4.4. 

4.3.4 RX group Configuration  

From the object palette, we choose RX group configuration and drag it to the campus 

network. The main purpose of using RX group configuration is to control the distance of 

the transmission of each node in the network because we cannot control the transmission 

distance by the transmit power, since in our project, we already set the transmit power to 

the minimum value. In our study, we set the distance of the transmission for every node 

to 250 meter. The following Figure 4.5 shows this setup. 

 

Figure 4.5: RX group Configuration Attribute 
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4.3.5 Mobility Configuration  

The mobility profile defined in the mobility configuration can be specified to model the 

mobility over the nodes. Random waypoint mobility model is the algorithm that will be 

used to model mobility for this project and it’s the only model provided by OPNET [30] 

[31]. Which is meaning a node picks random destination and move with the speed that 

set. After reaching the destination, it stops for a distributed pause time that given. This is 

repeated until simulation ends. In general, mobile nodes are moving randomly in a 

network and make random destinations.  Furthermore, random mobility model is more 

suitable for simulation studies. Therefore, mobility configuration is chosen form object 

palette and dragged to the network. For our work, we put the size of moving area to 

(500) meter, the same size of our network. And, we make the moving speed measured in 

(meters/seconds) to (1.3), in order to be comparable to natural human movement. The 

following Figure 4.6 shows our setup. 

 

Figure 4.6: Mobility Configuration Attributes 



 

44 

4.3.6 Wireless LAN Workstation  

Form object palette, we select WLAN wkstn and drag it on network. After we double click 

on the node we put, a new window will pop as shown in the following Figure 4.7. 

 
 

Figure 4.7: Wireless LAN Workstation Attribute 
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Now, we will explain the setups we did on WLAN wkstn. The first thing we have done 

is determining the routing protocol, which for this project is AODV routing protocol. 

For the specific parameters of AODV, we keep it set as a default; Figure 4.8 shows these 

parameters.  

 

Figure 4.8: AODV Routing Protocol Parameters 

 

 



 

46 

4.3.6.1 Physical Characteristics 

Based on the value of this attribute, which determines the physical layer technology in 

use, the WLAN MAC will configure the values of the following protocols parameters as 

indicated in the IEEE 802.11 WLAN standard: 

a) SIFS time. 

b) SLOT time. 

c) Minimum contention window size. 

d) Maximum contention window size. 

e) And any other parameter value derived from the values of these parameters (like 

DIFS). 

The value of this attribute also determines the set of available data rates that can be used 

for the data packet transmissions of the WLAN MAC, which is configured under the 

sibling attribute "Data Rate". 

All WLAN MACs that belong to the same BSS should have the same physical 

characteristics configuration; otherwise the simulation will terminate with an error 

message. The only exceptions to this rule are as follows:  

1. WLAN MACs that deploy Direct Sequence Spread Spectrum (DSSS) 802.11b and 

Extended Rate PHY (ERP, 802.11g)  
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2. WLAN MACs that deploy Direct Sequence Spread Spectrum (802.11b), Extended 

Rate PHY (ERP, 802.11g) and High throughput PHY operating at 2.4 GHz frequency 

band (802.11b). In our study, we set Physical characteristics to direct sequence as it   

looks in Figure 4.8. 

4.3.6.2 Data Rate (bps) 

Data Rate identifies the data rate that will be used by the MAC to transfer data frames 

over the physical layer. The set of supported data rates depending on the deployed 

physical layer technology are specified in IEEE's 802.11, 802.11a, 802.11b, 802.11g and 

802.11n standards. The value of the sibling attribute "Physical Characteristics" 

determines the deployed physical layer technology, and consequently, the set of the data 

rate values that can be configured under this attribute. For our study, we set the data rate 

which is measured in bytes to 11 Mbps as shown in Figure 4.7. 

4.3.6.3 Buffer Size  

Specifies the maximum size of the higher layer data buffer in bits. Once the buffer limit 

is reached, the data packets arrived from higher layer will be discarded until some 

packets are removed from the buffer so that the buffer has some free space to store these 

new packets, we set the buffer size which measured in bits to 256000 as shown in Figure 

4.7. 

4.3.6.4 Large Packet Processing 

The value of this attribute is used if MAC receives a higher layer packet whose size is 

larger than maximum allowed data size (2304 bytes/18432 bits). This may happen if 

MAC is running directly below a traffic source module rather than an IP layer; if the 

value is set to "Drop" then these large packets are dropped as shown in Figure 4.7. 
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4.3.7 Deploy Application  

After we complete our simulation setup which is related to the nodes, profile, application 

and RX group configuration. , we cannot just after that runs the simulation to collect the 

data, we should first make the deployment of the nodes and select the  one which  will be 

the client to send the data to the request of FTP file  and which one will be the server to send 

response, all other nodes should behave as a intermediate. We do all of that from “Deploy 

Defined Applications”. This attribute cannot be configured directly. To change the value of 

this attribute, use the utility, "Protocols / Applications / Deploy Defined Application". The 

following Figure 4.9 shows the deployment of the nodes. 

 

Figure 4.9: Deploy Application 

Application Deployment dialog box helps in deploying the application in the network. 

To configure a profile or an application on a node or set of nodes select them in the 

network tree on the left hand side of the figure. Select the profile or application tier on 

the right hand side tree. Click the assign (>>) button to deploy the selected set of nodes 

to the selected tier. To remove the profile or the application from a node, just select it 
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from the right hand side tree. Click the remove (x) button to remove the node from the 

tier. In the end, we can run our simulation from the manager scenario as shown in Figure 

4.10 

 

Figure 4.10: Manager Scenarios 

After that, we will click on OK button and run the eight scenarios which each one of 

them has four duplicate and that mean it will run four times for each data size as shown 

in Figure 4.11. 

 

Figure 4.11: Discrete Event Simulation Execution Manager 
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4.4 Simulation with Different Ad hoc Network Scenarios and Results 

The results of our simulation are gained through a number of scenarios. In our 

simulation study, there are a number scenarios established on the number of nodes, 

various data sizes and speed as performed with performance metrics route discovery 

time, total route request sent, download response time, upload response time and packet 

delivery ratio for AODV routing protocol.  

4.4.1 Investigation of Different Number of Nodes and Message Size 

In our first scenario, we prepare 9 fix nodes, where we get them from object palette of 

OPNET 17.1 and pasted all of them randomly in the workstation and choose AODV 

routing protocol for all of the nodes. After, we complete the setting of application 

configuration, profile configuration and RX group configuration from object palette to 

the workstation; the settings have to be done according to the requirements. The FTP is 

selected as traffic, and by default, it has low load with default set of 1000 bytes message 

size, medium load with 5000 bytes message size and high load with 50000 bytes 

message size. In our study we use various message sizes, which is ranging between low 

and medium load, FTP file size is set to eight values, starting from 500, 1000, 1500, 

2000, 2500, 3000, 4000 and 6000 bytes. We replicate the run for all scenarios four times 

and collect the results which we used the average values.  

We repeat all the steps above for the other scenarios but we change the number of the 

nodes, which will be 30, 60 and 90 fix nodes. After we complete running each of the 

simulation scenarios of the fix nodes, and save the result, we start all over again for the 

mobile nodes scenarios, for which we keep the same setting of data size with application 
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configuration, profile configuration and RX group configuration. Also we add the 

mobility configuration inserted in to workstation from object palette. In our simulation, 

we set the speed to (1.3) meters/seconds so it will be similar to human moving speed. 

All our settings are illustrated in the tables below:  

Table 2: General settings for our simulation 

Characteristics Value 

Number of nodes 9, 30, 60 and 90 

File (Message ) size 500, 1000, 1500, 2000, 2500, 3000, 4000 

and 6000 bytes 

Protocol AODV 

Simulation run time 300 seconds 

Simulation area size 500 meter * 500 meter 

Table 3: Application configuration settings  

                          

Application 

configuration 

FTP Low Load 

Inter request time (seconds) Constant (0.1) 

Table 4: Profile configuration settings 

                                  

Profile 

configuration 

Start time offset (seconds) Constant  (10) 

Duration End of Last task 

Start time (seconds) Constant (30) 

Duration End of Simulation 

Table 5: Mobility configuration settings 
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The results of our simulation are obtained in the shape of graphs which were displayed 

as sample mean of 4 runs to get the average value. We used network sizes such as 9, 30, 

60 and 90 nodes to see the scalability of the network with performance metrics, like 

what it had been done in [32] [33].  

Table 6: Simulation results of average route discovery time for fixed nodes using AODV 

routing protocol for FTP application. 
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Figure 4.12: Route discovery time for fix nodes 

Figure 4.12 shows the measurement of route discovery time for different number of 

nodes and message sizes. When we change message size from 500 bytes to 6000 bytes, 

it is observed that there is no effects of message size on the route discovery time since 

number of packets that are sent for route discovery time purpose are same for all 

message sizes and for route discovery mechanism is initiated by AODV protocol when 

there is packet to send, and for all message sizes same number of packets are transmitted 

for route discovery time. We observe that with number of nodes are increasing; route 

discovery time every time is increasing since more numbers of nodes are participating 

for discovering. For the number of nodes 30, 60 and 90, we have slight increased in the 

route discovery time, but with less node number such 9, route discovery time is quite 

low due to the less number of used intermediate nodes in order to arrive to the 

destination. 
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Table 7: Simulation results of average route discovery time for mobile nodes using 

AODV routing protocol for FTP application. 
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Figure 4.13: Route discovery time for mobile nodes 

Figure 4.13 shows the measurement of route discovery time for mobile nodes for 

different number of nodes and message size. When we change message size from 500 

bytes to 6000 bytes, there is no valuable effect on route discovery time. Here, the 9 

mobile nodes have the lowest values of route discovery time due to the less number of 

used intermediate nodes in order to arrive the destination. When we compared mobile 

and fixed case, we observed that route discovery time is slightly increasing for large 

number of nodes (60 and 90) in mobile case due to the topology change in the network. 

We can say that for large number of nodes, discovering a route will take same time in a 

dynamic network.  
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Figure 4.14: Route discovery time for fix and mobile nodes with 2000 bytes message 

size 

Figure 4.14 shows the measurement of route discovery time for fix and mobile nodes for 

different number of nodes with 2000 bytes message size. For the reason of there is no 

effects on message size on route discovery time on both fix and mobile nodes, this 

measurement show the effects of number of nodes on route discovery time. Here, both 

of fix and mobile nodes have increase in values of route discovery time due to the 

increasing number of intermediate nodes between client and server. Also, the mobile 

scenario is having higher values in route discovery time from the fix scenario due to the 

topology change of the network.  

 

0 

0.5 

1 

1.5 

2 

2.5 

3 

3.5 

4 

4.5 

5 

5.5 

6 

0 10 20 30 40 50 60 70 80 90 100 

R
o
u

te
 d

is
co

v
er

y
 t

im
e 

Number of nodes 

Fix nodes 

Mobile nodes 



 

57 

 

Figure 4.15: Route discovery time for fix and mobile nodes with 6000 bytes message 

size 

Figure 4.15 shows the measurement of route discovery time for fix and mobile nodes for 

different number of nodes with 6000 bytes message size. Which there no different with 

changing message size on the route discovery time due to there is no effect of message 

size on route discovery time. This measurement shows the effects of number of nodes on 

route discovery time. Here, both of fix and mobile nodes have increase in values of route 

discovery time due to the increasing number of intermediate nodes between client and 

server. Also, the mobile scenario is having higher values in route discovery time from 

the fix scenario due to the topology change of the network.  
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Table 8: Simulation results of average total route request sent for fixed nodes using 

AODV routing protocol for FTP application. 
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Figure 4.16: Total route request sent for fix nodes 

Figure 4.16 shows the measurements of total route request sent for different number of 

nodes and message size. When we change message size from 500 bytes to 6000 bytes, 

there is no valuable effect on the total route request sent. By increasing the number of 

nodes 9, 30, 60 and 90, the total route requests sent are taking more values because of 

increasing the amount of request sent by intermediate nodes in flooding process, during 

discovery of route.  
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Table 9: Simulation results of average total route request sent for mobile nodes using 

AODV routing protocol For FTP application. 
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Figure 4.17: Total route request sent for mobile nodes 

Figure 4.17, shows the measurement of total route request sent for different number of 

mobile nodes and message size. When we change message size from 500 bytes to 6000 

bytes, there is no valuable effect on total route request sent. By increasing the number of 

nodes 9, 30, 60 and 90, the total route requests sent are taking more values because of 

increasing the amount of request sent by intermediate nodes in flooding process, during 

discovery of route. 
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Figure 4.18: Total route request sent for fix and mobile node with 2000 bytes message 

size 

Figure 4.18 shows the measurement of total route request sent for fix and mobile nodes 

for different number of nodes with 2000 bytes message size. Because of there is no 

effects on message size on total route request sent on both fix and mobile nodes. Here, 

both the fix and the mobile nodes are increasing in total route request sent by increasing 

number of nodes in the network, because of increasing the amount of request sent by 

intermediate nodes in flooding process, during discovery of route. In mobile nodes case, 

the values of total route request sent is higher due to more route request are been sent by 

nodes since breakage may occur in the route of a dynamic network. 
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Figure 4.19: Total route request sent for fix and mobile node with 6000 bytes message 

size 

Figure 4.19 shows the measurement of total route request sent for fix and mobile nodes 

for different number of nodes with 6000 bytes message size. Which there no different 

with changing message size on total route request sent due to there is no effect of 

message size on total route request sent. Here, both the fix and the mobile nodes are 

increasing in total route request sent by increasing number of nodes in the network, 

because of increasing the amount of request sent by intermediate nodes in flooding 

process, during discovery of route. In mobile nodes case, the values of total route request 

sent is higher due to more route request are been sent by nodes when breakage occur in 

the route.  
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Table 10: Simulation results of average upload response time (sec) for fixed nodes using 

AODV routing protocol for FTP application. 
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Figure 4.20: Upload response time (sec) for fix nodes 

Figure 4.20 shows the measurement of upload response time (sec) for different number 

of nodes and message size, when the message size increased from 500 bytes until it 

reach 6000 bytes. When the number of nodes are low 9; client will receive the response 

file from the server in less time than other number of nodes. When nodes number 

increase (60 and 90), and the message size also increase such as 4000 and 6000, the 

network will be congested which packet dropping also increase. It will lead to lower 

value of the upload response time.  

 

 

 

 

 

0 

10 

20 

30 

40 

50 

60 

70 

80 

90 

100 

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 5500 6000 6500 

U
p

lo
a
d

 r
es

p
o
n

se
 t

im
e 

(s
ec

) 

Message size (bytes) 

9 Nodes 

30 Nodes 

60 Nodes 

90 Nodes 



 

66 

Table 11: Simulation results of average upload response time (sec) for mobile nodes 

using AODV routing protocol for FTP application. 
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Figure 4.21: Upload response time (sec) for mobile nodes 

Figure 4.21 shows the measurement in upload response time (sec) for mobile nodes, 

which we have different number of mobile nodes and message size, when the message 

size increased from 500 bytes until it reaches 6000 bytes. Here, there is a valuable effect 

of upload response time with message size. When the number of nodes are low; client 

will receive the response file from the server in less time than other number of nodes. 

When the nodes number increase in the network with the increase of message size, the 

upload response time will increase due to topology changing in the network. 
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Figure 4.22: Upload response time (sec) for fix and mobile nodes with 2000 bytes 

message size 

Figure 4.22 shows the measurement of upload response time (sec) for fix and mobile 

nodes for different number of nodes with 2000 bytes message size. Values of upload 

response time are increasing in both fixed and mobile nodes scenarios by increasing the 

number of nodes in the network due to the increasing of intermediate nodes in the 

network. In mobile scenario, the values of upload response time became less when the 

number of node is increasing due to topology changes. 
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Figure 4.23: Upload response time (sec) for fix and mobile nodes with 6000 bytes 

message size 

Figure 4.23 shows the measurement of upload response time (sec) for fix and mobile 

nodes for different number of nodes with 6000 bytes message size. Values of upload 

response time are increasing in both fixed and mobile nodes scenarios when number of 

nodes is low, but when the number of nodes is increase in the network, the network will 

be congested which packet dropping also increase. It will lead to lower value of upload 

response time.  
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Table 12: Simulation results of average delivery ratio for fixed nodes using AODV 

routing protocol for FTP application. 
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Figure 4.24: Packet delivery ratio for fix nodes 

Figure 4.24 shows the measurement of packet delivery ratio for different number of 

nodes and message size. Packet delivery ratio is decrease when number of nodes in the 

network increased because packets require more time to reach the destination and the 

probability of packet loss is increasing. When we change message size from 500 bytes to 

6000 bytes, packet delivery ratio is decreasing slowly; due to the amount of packets that 

arrive to the application layer is decrease.  
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Table 13: Simulation results of average delivery ratio for mobile nodes using AODV 

routing protocol. 
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Figure 4.25: Packet delivery ratio for mobile nodes 

Figure 4.25, shows the measurement of packet delivery ratio for mobile nodes, which we 

have different number of mobile nodes and message size. Packet delivery ratio is 

decrease when number of nodes in the network increased because packets require more 

time to reach the destination and the probability of packet loss is increasing. When we 

change message size from 500 bytes to 6000 bytes, packet delivery ratio is decreasing 

slowly; due to the amount of packets that arrive to the application layer are decrease.  
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Figure 4.26: Packet delivery ratio for fix and mobile nodes with 2000 bytes message size 

Figure 4.26 shows the measurement of packet delivery ratio for fix and mobile nodes for 

different number of nodes with 2000 bytes message size. Here, packet delivery ratio is 

decreasing when number of nodes is increasing. The reason is that many packets are lost 

on the way since they are visiting large number of nodes before reaching to server. In 

mobile nodes scenario, the packet delivery ratio are higher than fix nodes scenario due to 

the dynamic topology of the network. So, we can say that when number of nodes 30 or 

more, packet delivery ratio is better in a dynamic network. 
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Figure 4.27: Packet delivery ratio for fix and mobile nodes with 6000 bytes message size 

Figure 4.27 shows the measurement of packet delivery ratio for fix and mobile nodes for 

different number of nodes with 6000 bytes message size. Here, packet delivery ratio is 

decreasing when number of nodes is increasing. The reason is that many packets are lost 

on the way since they are visiting large number of nodes before reaching to server. In 

mobile nodes scenario, the packet delivery ratio are higher than fix nodes scenario due to 

the distance between server and client is changing due to the dynamic topology and 

more packet are arrived to the destination easily.   
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4.5 Real Life Experiments 

In our real world study, we did a number of experiments with 9 nodes to investigate 

performance of real life network. We apply only one of the four different numbers of 

nodes that we done in the simulation, which are the 9 nodes since the other number of 

nodes are require a considerable resources and participants for applying in the real word. 

We set out area to the same size that we used in the simulation, which was 500 by 500 

meters, where the nodes are distributed randomly in the area. In the real life work, we 

use pure flooding mechanism for sending the message between the client and server 

through the intermediate. Also the size of the transmitted message is set to the same 

message size that we used in our simulation. Where the message size is  set to 500 in the 

beginning, then 1000, 1500, 2000, 2500, 3000, 4000, 6000 bytes, and each message was 

sent three times, after that we calculated the average of each one. In our real life work, 

we did two scenarios with the 9 nodes and they are fixed and mobile, the same as our 

simulation. Where the experimental program of the real life have a specified 

performance metrics, which we use delivery ratio and average round trip time to 

evaluate the performance of the real life. First, we start with the fixed nodes and send the 

message between the source and destination. Then, we repeat the run again with the 

same message size but we make the nodes mobile. The following tables and graphs 

show the comparison between the fixed and mobile nodes that we get from real life 

work. 
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Table 14: Real life work results for delivery ratio with 9 nodes. 

 

 

Figure 4.28: Delivery ratio for fix and mobile nodes 

Figure 4.28 shows the different values between the fixed and mobile nodes of our real 

life work by delivery ratio with 9 nodes. Where, both scenarios show the same behavior 

when increasing the message size, the delivery ratio deceasing due to the increase of 

packet loss.  
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Table 15: Real life work results for average round trip time with 9 nodes. 

 

 

Figure 4.29: Average round trip time (ms) for fix and mobile nodes 

Figure 4.29 shows the different values between the fixed and mobile nodes in average 

round trip time (ms) in our real life work with 9 nodes. We can realize that both of the 

fixed and mobile scenarios are increase when the message size increases due to its take 

more time for signal to send and ACK to receive. Also, the mobile scenario has less 

average round trip time due to the topology changes. 
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From the previous results of all scenarios for fix and mobile nodes of simulation and real 

life, we now made a comparison between them for the fix and mobile cases. Which we 

used the 9 nodes for the comparison. In addition, the performance metric that used to 

compare between the simulation and real life is delivery ratio because from the OPNET 

simulator the performance metrics we used is route discovery time, total route request 

sent, upload response time and packet delivery ratio, but from the real life work, the 

experimental program have specified performance metrics, which we used the delivery 

ratio and average round trip time. Which, the delivery ratio is the only common 

performance metrics between simulation and real life to compare between them.  

Table 16: Comparison of simulation and real life work results for delivery ratio with 9 

fix nodes. 

                       

Performance 

Metric 

                                                                                                         

Message size (bytes) 

500 1000 1500 2000 2500 3000 4000 6000 

Delivery ratio for 

fix nodes for 

simulation 

                                               

0.954 

                                              

0.927 

                                                      

0.893 

                                    

0.862 

                                       

0.782 

                                   

0.774 

                                       

0.739 

                                

0.632 

Delivery ratio for 

fix nodes for real 

life 

               

0.852 

              

0.733 

              

0.329 

               

0.298 

                

0.187 

                

0.096 

             

0.045 

            

0.012 
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Figure 4.30: Delivery ratio for fix nodes of simulation and real life work 

Figure 4.30, shows the different values between of fix nodes for our simulation and real 

life work by delivery ratio with 9 nodes. Here in simulation, the transmutation signal is 

not affected by the natural environment like real life, therefore, the amount of received 

packet in simulation is higher than real life and in both situation, and the delivery ratio is 

decreasing by increasing the message size due to the amount of packet loss is increasing. 
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Table 17: Comparison of simulation and real life work results for delivery ratio with 9 

mobile nodes. 

                       

Performance 

Metric 

                                                                                                                             

Message size (bytes) 

500 1000 1500 2000 2500 3000 4000 6000 

Delivery ratio 

for mobile nodes 

for simulation 

                                 

0.825 

                                           

0.772 

                                                

0.726 

                                 

0.696 

                                  

0.619 

                                    

0.603 

                                                   

0.577 

                            

0.515 

Delivery ratio 

for mobile nodes 

for real life 

  

0.876 

             

0.813 

       

0.272 

              

0.257 

                   

0.18 

              

0.125 

              

0.108 

             

0.035 

 

Figure 4.31: Delivery ratio for fix nodes of simulation and real life work 

Figure 4.31, shows the different values between of mobile nodes for our simulation and 

real life work by delivery ratio with 9 nodes. Here in simulation, the natural environment 

is not affected on the transmutation signal like real life, therefore, the amount of 

received packet in simulation is higher than real life and in both situation, and the 

delivery ratio is decreasing by increasing the message size due to the amount of packet 

loss is increasing. 
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Chapter 5 

CONCLUSION 

This work includes three parts, the survey study, the simulation study and experimental 

work. From the first part, it is concluded that routing protocols play a very important 

role in the performance of ad hoc networks. Different protocols have different qualities; 

some of the protocols perform better than others in one metric in using them in a specific 

scenario and worse in the other and the selection of a suitable protocol definitely 

increases the performance of the network. The survey study revealed that in mobile ad 

hoc networks three categories of routing protocols; proactive, reactive and hybrid ones 

are used. 

In this work, performance analysis of Ad-hoc On-demand Distance Vector (AODV) 

routing protocol is done in ad hoc networks using the OPNET 17.1 simulator. Several 

simulations are done to investigate the behavior of 802.11b with varying size of FTP 

traffic using different number of nodes. 

Nodes in the network are used as mobile and fixed nodes. Random waypoint mobility 

model is used as pattern of mobility. Route discovery time, total route request sent, 

upload response time and delivery ratio are used as performance metrics to evaluated 

performance of the system.  
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 In our simulations, we made two scenarios; the first one is with the fixed nodes and the 

second with the mobile nodes. Where, in both cases, the number of nodes is varying 

from 9, 30, 60 and 90 with message sizes 500, 1000, 1500, 2000, 2500, 3000, 4000 and 

6000 bytes and in the mobility scenario, the speed of nodes is set to 1.3m/s. In the real 

life experiments, 9 nodes are used for mobile and fix cases. Then we compared results of 

the simulation and real life experiments with common performance metric which is 

delivery ratio.  

From our simulation and real life experimental results, we observed the following. In 

general, when the number of nodes increases, the route discovery time and total route 

request sent the different increases for both fix and mobile scenarios but there is a small 

effect of message sizes on the route discovery time and total route request sent. For large 

number of nodes, route discovery time and total route request sent are more in dynamic 

network. Upload response time is also increases for both fix and mobile scenarios when 

the number of nodes increases. Also, the message sizes have effects on the upload 

response time, which it increase when message sizes is small and when it became large 

sizes, begin to decrease for the larger number of nodes. On the other hand, when the 

number of nodes increases, the packet delivery ratio decreases for both fix and mobile 

scenarios. In addition, when message sizes increases, the packet delivery ratio is 

decreases for both cases fix and mobile.   

Furthermore, for the future work, more routing protocols or applications could be 

investigated with different parameters. 
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Appendix A: Formulas used in calculation of confidence interval 

 

 Confidence Interval (CI) =      
 

  
 

     mean 

 

S = standard deviation 

 

N = sample size 

 

     = critical value  

 Standard deviation formula: 

 

S =                                                   

 

 

 Mean calculation: 

   
                   

 
 

 

    is calculated using the formula TINV (1-level, n-1) 

 

N = Sample size  

Level = Confidence interval or confidence level  

n-1 = The degree of freedom 
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Appendix B: Average values and Confidence Intervals of the Investigated 

Performance Metrics 

In this appendix, average values and confidence intervals of the investigated 

performance metrics of the experiments are provided. The performance metrics that 

were used in the experiments are route discovery time, total route request for AODV 

routing protocol and upload response time and packet delivery ratio for FTP application. 

The message sizes that been measured to find the confidence intervals are 500, 2000 and 

6000 for both fix and mobile nodes. 

Average values and 95% confidence intervals of the performance metrics for AODV 

with message size 500 bytes for fixed nodes.  

                                                                     

Metric 

                                                                                                                       

Number of Nodes 

9 30 60 90 

                                           

Route discovery 

time 

1.13                                

±                        

0.12 

3.51                     

±                   

0.34 

4.34                        

±                     

0.17 

4.23                        

±                        

0.33 

                                         

Total route request 

18.52                         

±                       

1.64 

143.19                      

±                       

3.33 

197.26                   

±                      

6.99 

238.04                         

±                          

5.93 

                                  

Upload response 

time 

11.89                         

±                        

1.15 

74.88                     

±                

10.16 

79.95                        

±                     

8.40 

82.95                         

±                      

4.69 

                        

Packet  delivery 

ratio 

0.95                           

±                       

0.02 

0.43                          

±                      

0.004 

0.34                         

±                      

0.01 

0.27                        

±                      

0.008 
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Average values and 95% confidence intervals of the performance metrics for AODV 

with message size 2000 bytes for fixed nodes.  

                                                                     

Metric 

Number of Nodes 

9 30 60 90 

                                           

Route discovery 

time 

1.38                             

±                       

0.21 

3.49                 

±                    

0.24 

3.91                         

±                        

0.23 

4.32                         

±                     

0.37 

                                         

Total route request 

16.25                         

±                      

1.12 

139.02                    

±                  

7.38 

198.35                     

±                      

3.62 

237.66                   

±                       

5.75 

                                  

Upload response 

time 

19.80                         

±                       

3.21 

87.01                      

±                      

10.19 

80.85                     

±                      

9.42 

85.51                

±                   

12.50 

                        

Packet  delivery 

ratio 

0.85                         

±                        

0.01 

0.16                        

±                      

0.003 

0.19                 

±                    

0.01 

0.14                   

±                       

0.01         

 

Average values and 95% confidence intervals of the performance metrics for AODV 

with message size 6000 bytes for fixed nodes.  

                                                                     

Metric 

Number of Nodes 

9 30 60 90 

                                           

Route discovery 

time 

1.67                   

±                        

0.12 

3.64                     

±                      

0.31 

4.19                          

±                      

0.32 

4.24                          

±                      

0.25 

                                         

Total route request 

16.67                         

±                        

1.73 

141.83                  

±                     

3.35 

195.19                     

±                     

1.46 

239.19                    

±                      

7.54 

                                  

Upload response 

time 

27.04                         

±                       

3.20 

97.13                      

±                     

13.87 

72.67                       

±                   

19.12 

42.98                      

±                    

25.03 

                        

Packet  delivery 

ratio 

0.62                          

±                      

0.03 

0.19                    

±                     

0.004 

0.12                       

±                   

0.01 

0.10                         

±                     

0.006 
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Average values and 95% confidence intervals of the performance metrics for AODV 

with message size 500 bytes for mobile nodes.  

                                                                     

Metric 

Number of Nodes 

9 30 60 90 

                                           

Route discovery 

time 

0.93                     

±                       

0.08 

3.37                    

±                  

0.18 

5.36                         

±                     

0.92 

5.66                            

±                       

0.73  

                                         

Total route request 

43.97                       

±                     

7.74 

173.83                 

±                      

4.47  

301.862                     

±                   

23.66 

426.64                        

±                     

4.98   

                                  

Upload response 

time 

29.09                        

±                      

1.94 

47.47                       

±                    

15.10 

80.06                         

±                    

32.88 

56.92                          

±                       

23.85 

                        

Packet  delivery 

ratio 

0.82                    

±                    

0.01 

0.44                         

±                   

0.012    

0.37                          

±                  

0.10 

0.38                             

±                         

0.05        

 

Average values and 95% confidence intervals of the performance metrics for AODV 

with message size 2000 bytes for mobile nodes.  

                                                                     

Metric 

Number of Nodes 

9 30 60 90 

                                           

Route discovery 

time 

1.05                          

±                     

0.11 

3.44                         

±                     

0.18 

5.11                           

±                    

0.76 

5.79                            

±                        

0.32   

                                         

Total route request 

41.47                        

±                      

8.29 

174.17                      

±                   

5.41 

293.08                         

±                    

10.26    

430.96                        

±                      

13.59 

                                  

Upload response 

time 

32.12                        

±                  

7.68 

64.79                        

±                   

10.86 

73.25                        

±                     

21.09 

75.28                         

±                     

10.52   

                        

Packet  delivery 

ratio 

0.69                          

±                      

0.01  

0.39                         

±              

0.009 

0.32                          

±                      

0.11 

0.31                       

±                       

0.06 
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Average values and 95% confidence intervals of the performance metrics for AODV 

with message size 6000 bytes for mobile nodes.  

                                                                     

Metric 

Number of Nodes 

9 30 60 90 

                                           

Route discovery 

time 

1.35                       

±                       

0.05 

3.49                        

±                   

0.13  

5.17                         

±                      

0.59 

5.65                         

±                    

0.39     

                                         

Total route request 

48.75                       

±                      

2.48 

174.23                      

±                

3.36    

293.29                      

±                      

24.25    

430.19                        

±                     

12.16     

                                  

Upload response 

time 

46.53                     

±                       

5.49 

85.09                       

±                    

11.65  

80.08                        

±                    

8.48    

93.85                         

±                      

20.20 

                        

Packet  delivery 

ratio 

0.51                       

±                     

0.01 

0.29                         

±                   

0.01 

0.24                         

±                      

0.09  

0.24                          

±                      

0.07     

 

 

 

 

 



Table 1: Summary of related work  

                    

Ref No 
 

                    

Simulator 

                     

Routing 

Protocol 

                 

No. of 

nodes 
 

               

Application 

used 
 

                                         

Performance metric 
 

                       

Simulation 

area (m x m) 
 

                         

Node 

speed 

(m/s) 

[20] NS2 AODV  

DSDV 

OLSR 

10 to 

100 

Files, test 

messages 

Packet delivery ratio 

Throughput 

Average delay 

500 x 500  2 

[21] NS2 AODV  

DSR 

DSDV 

10, 20 

and 30 

50 

CBR traffic 
 

Packet Delivery Ratio 

Average End to End delay 

Normalized Routing Load 

500 x 500 0 - 20 

[22] OPNET AODV 

DSR 

20, 40 

 

FTP 

 

Routing discovery time 

Avg. number of hops 

Network delay 

Network throughput 

4000 x 4000 

 

2 - 6 

[23] NS2 AODV 

OLSR 

40, 50, 

60, 70 

And 80 

CBR traffic Packet delivery ratio 

Routing overhead 

End to end delay 

Number of hops 

1000 x 1000 uniform 
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