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ABSTRACT

Mobile ad hoc networks (MANETS) have already opened a new point of view in the
field of wireless networks which includes hundreds and thousands of nodes. The
wireless nodes are communicating without the need of any kind of neither infrastructure
like the base stations or routers, nor centralized administration. Wireless nodes are free
of moving anytime, anywhere. Therefore, mobile ad hoc networks need to have dynamic
routing protocols. Mobile Ad hoc network routing protocols are divided into several
different categories such as Proactive, Reactive and Hybrid Routing Protocols. Also
there are a lot of performance metrics to compare the routing protocols. Each of them
has its own attributes and well for specific area, such as: throughput, jitter, packet
delivery ratio, average number of hops, route discovery time and end-to-end delay,

which are some important ones.

In this thesis three well known routing protocols; Optimized Link State Routing
(OLSR), Ad-hoc On-demand Distance Vector (AODV) and Temporary Ordered Routing
Algorithm (TORA) were evaluated using the OPNET simulator under the medium load
traffic size in FTP protocol. The first one (OLSR) is a proactive protocol depending on
routing tables which are maintained at each node. The second one (AODV) is a reactive
protocol, that finds a route to a destination on-demand. And the third ones’ TORA which
works in both categories as reactive and proactive. The random waypoint mobility

model is used as pattern of mobility. As performance metrics average throughput,



average network load and average end-to-end delay are examined in different number of

nodes, file sizes and node speeds.

The result from the simulations of this study reveals that different protocols have
different qualities; some of the protocols perform better than others in one metric when
using them in a specific scenario and worse in other metrics. After analyzing
performances of some well-known reactive and proactive routing protocols, in case of
average throughput, average end-to-end delay and average network load, the superiority
of proactive protocols, over reactive ones is observed in different network scenarios.
From the simulation results it is observed that the average end-to-end delay increases
slightly when the number of nodes increases in OLSR. Also average throughput shown
in OLSR was the highest comparing to AODV and TORA. Among the reactive
protocols, AODV performs better than TORA when file sizes, speed of nodes and
number of nodes are changed. On the other hand, TORA gives a highest end-to-end

delay and lowest throughput compared to AODV and OLSR.

Keywords: Mobile wireless ad hoc networks, simulation, routing protocols,

performance evaluation, OPNET simulator.



0z

Gezgin 6zel amaca yonelik aglar (MANETS), kablosuz aglar alaninda yeni bir olusum
olup yuzlerce veya binlerce diigiimiin herhangi bir altyapi veya kontrol merkezi
olmaksizin haberlesebilme imkanini saglamaktadir. Kablosuz diiglimlerin (diziistii
bilgisayarlar, kisisel digital yardimcilar ve gezgin telefonlar) 6zel amaca yonelik
senoryolarda hareketleri serbesttir. Buna bagli olarak, bu tip aglarda dinamik olarak
degisebilen yonlendirme protokollerine gereksinim vardir. Gezgin 6zel amaca yonelik
aglarda kullanilan yonlendirme protokolleri dnceden etkin (proactive), teptin (reactive)
ve karma (hybrid) olarak siniflandirilabilmektedirler. Yonlendirme protokollerinin
performanslarini 6lgmek ve karsilastirmak i¢in kullanilan birgok performans olgi
birimleri vardir. Her birinin kendine 6zgii 6zellikleri ve iyi oldugu kullanim alanlari
vardir. Baz1 bilinen 6l¢li birimleri, ¢ikis is orani (throughput), segirme (jitter), paket
dagitim oran1 (packet delivery ratio), ortalama sekme sayis1 (average number of hops),
yon bulma zamani (route discovery time), ve bir yonden bir yone gecikmedir (end-to-

end delay)

Bu tezin bir amaci 6zel amaca yonelik aglarda kullanilan ve var olan protokolleri
incelemek ve anlamaktir. Diger bir amact da OPNET simulatorii kullanarak iyi bilinen
OLSR, AODV ve TORA protokollerinin performansini 6zel amaca yonelik aglarda orta
hizdaki dosya transfer (FTP) protokoliiniin performansini incelemektedir. OLSR
protokolii 6nceden etkin protokoller sinifinda olup yonlendirme tablolar1 her sekme

lizerinde yapilandirilmaktadir. AODV tepkin protokoller sinifinda olup aliciya olan rota



talep lizerine bulunmantadir. TORA protokolii her iki kategoriye gore calisabilmektedir.
Bu tezde tepkin protokolii olarak kullanilmistir. Bu c¢aligmada rastgele ara nokta
hareketlilik modeli hareketliligi saglamak i¢in kullanilmistir. Performans dlgme birimi
olarak, ortalama c¢ikan is orami (average throughput), ortalama ag yiikii (average
network load) ve ortalama bir uctan bir uca gecikme (average end-to end delay) farkli

boyutlardaki veri, farkli sekme hizlar1 ve farkli sekme sayilar1 kullanilarak incelenmistir.

Simulasyon sonugclart segilen protokollerin farkliliklarini gostermistir. Protokoller ayni
senaryolarda kullanilan 6l¢ii birimlerinde farkli sonuglar tiretmistir. Genel olarak secilen
Olgl birimlerinde 6nceden etkin protokoller tepkin protokollerden daha iyi sonuc
vermistir. Simulasyon sonuglarina gére OLSR protokolii kullanirken sekme sayisini
artirdi§imiz zaman ortalama bir ugtan bir uca gecikme az miktarda yiikselmistir. Buna
ek olarak OLSR protokoliinde ortalama ¢ikan i oran1  AODV ve TORA
protokollerinden daha fazla c¢ikmistir. Dosya boyutu, sekme hizi ve sekme sayisi
artirildig1 zaman, etkin protokollerden olan AODV’nin performs1t TORA dan daha iyi
cikmigtir. Ayni zamanda TORA, AODV ve OLSR ile karsilastirildiginda en yiiksek bir

ugctan bir uca gecikme ve en diisiik ¢ikan ortalama ¢ikan is oran1 degerleri vermistir.

Anahtar Kelimeler: Gezgin kablosuz 6zel amaca yonelik aglar, simulasyon,
yonlendirme protokolleri, performans 6lgme / degerlendirme, OPNET simulasyon
programi.

Vi
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Chapter 1

INTRODUCTION

During this decade, wireless networks have become very famous in the area of
communication. Considering this, wireless networks are also being used in all places
such as military application, industrial application and even in personal networks
(laptop, mobile phone, MP3 player, personal digital assistance and personal computer)
as illustrated in Figure 1. These nodes can be located in cars, ships, airplanes or with

people having small electronic devices [1].

Figure 1. Infrastructure based wireless network [2]

Over the recent years, the difference between wireless and wired networks has been in
the communication channel since there is physical medium in wire communication but

on the other side physical medium does not exist.



Wireless networks in this decade became popular in different programs and applications
as mentioned because of following factors: reliability of application, cost of program,
the state of being easy for installation, bandwidth, total amount of needed power,

performance and the safety of network [3].

%
o

e

Figure 2. Ad hoc network structure [2]

MANETs (Mobile Ad hoc Networks) [4] [5] which can be observed as wireless
networks, as shown in Figure 2, work without the need of any kind of neither
infrastructure nor centralized administration. To cover a large area and also the topology
change dynamically and uncertainly, MANET does not have fixed topologies. In the
traditional routing protocols used for internet, wireless networks can not be delivered to
directly end-to-end; as a matter of fact some basic communications are not valid in all
situations for some dynamical changing in networks and may not be correct for mobile

nodes.



Ad hoc networks act on a single-hop or multi-hop basis where wireless nodes are able to
operate as routers in the intermediate stage for transfers of other members of the

network.

Proactive, reactive, hierarchical, geographical, power aware, multicast, geographical
multicasting, security and others are ad hoc networks classified. However, the main
categories are the first three ones as shown in Figure 3. These categories are based on
applications which ad hoc network used. Also, there is another category for ad hoc
networks base in the area that it is running, i.e. the Mobile Ad hoc Networks or as stance

form called MANETs, Wireless Mesh Networks (WMNs), Network of Wireless

Sensors.

Reactive Geographical Multicasi Security
Preactive Hierarckical Power aware Gen‘:[gzu?::s?l Other
CGSR  ABR BRP DREAM ISAIAH  ABAM GeaGRID ARAN  FQMM
DEF AODV CBRP GLS PAMAS  ADMR GeoTORA  Ariadne  IMEP
DSDV  AOMDY CEDER GPSAL PARO AMRIS LBM LHAP WINGS
DIDV  ARA DDR GPSR AMRoute MRGR SAODY  SPARROW
HSLS BSR DMAC  LAR CAMP SAR OSPF
HSR CHAMP FSR ZHLS CBM SEAD TCP/RCWE
LCA DSR GSR DCMP SLSP ACIP
MMRP  DSRFLOW HARP DDM SMT SAPF
OLSR  FORP HSR DSR-MB SPAAR
STAR LBR IARP FGMP SRP
TBRPF  LMR IERP LAM TESLA
WRP LUNAR LANMAR MAODY

PLBR ZRP MCEDAR

RDMAR MZR

$5R ODMRP

SMR SRMP

TORA

Figure 3. Overview of ad hoc routing protocols [6]



The main categories are called by other names as proactive (on-demand), reactive (table
driven) and hierarchical (hybrid). In table driven approach; each router is able to contain
one or more routing table together. Routing tables are absent when it needs on-demand
routing protocols. In the on demand, route request starts to establish a route when it

needs the route.

Table driven routing protocols are much faster and more efficient than other routing
protocols like on-demand. It is difficult to maintain a complete routing table in a
dynamic network i.e. MANET. However, on-demand protocols are effective by

considering the bandwidth, power etc. [7].

The hybrid routing protocol is working in both divisions as proactive and reactive. As
described, proactive and reactive protocols are designed to decrease the route discovery
overheads and rise the scalability by letting nodes with close proximity work together to
form some sort of a backbone. This is highly achieved by proactively maintaining routes
to nearby nodes and finding routes to far away nodes which are using a route discovery
approach. The most hybrid protocols proposed to date are zone-based, which means the
network is separated or observed as a number of zones by each node. Other groups’

nodes enter into some of the trees or clusters.

In this current thesis, the focus is on OLSR, AODV and TORA in MANETSs which they
are in different classifications of MANET protocols and available in the simulation
program (OPNET) to realize the importance of routing protocols using the OPNET

simulator.



One of the goals of this MS thesis is to examine existing models, algorithms and
schemes that are used in MANETSs. Another goal is to use the OPNET simulator to
evaluate performance of ad hoc networks with well-known protocols OLSR, AODV and

TORA to show their performances in ad hoc networks.

The thesis is organized as follows: Chapter 1 provides a general introduction; Chapter 2
introduces the routing protocols in MANETs which were selected for investigation.
Chapter 3 describes the simulation program OPNET. In Chapter 4, modelling of
MANETs in OPNET which are presented earlier, simulation setup for different
scenarios and the results of simulation are also discussed. Chapter 5 contains the

conclusion and future work.



Chapter 2

DESCRIPTION OF THE SELECTED ROUTING
PROTOCOLS

2.1 Optimized Link State Routing (OLSR)

OLSR is a proactive (table-driven) routing protocol i.e. frequently exchanges topology
information with other nodes of the network [8]. This protocol is optimization of
traditional link state protocol developed for mobile Ad hoc network and is also used in
WIMAX Mesh. Minimizing the required number of control packets transmission makes
control packets size short which are the OLSR accountabilities. The main goal of OLSR
is to organize the control traffic overhead in the network with the help of Multipoint
Relays (MPRs) [9]. The MPR idea is the key concept behind the OLSR protocol. It is

basically a node's one-hop neighbors in the network as shown in Figure 4.
[\ \

N

Figure 4. Multipoint relays of the OLSR network system

1-hop neighbors

2-hop neighbors



The MPR technique is used for route calculation between the source and the destination
in the network. Furthermore, the MPRs support a mechanism for flooding the control
traffic by minimizing the number of packet transmissions. However, they are to be
involved in another task when the information of link state is announced in the network.
The task includes announcements for the link-state information for their MPR selectors
and then provides the shortest paths to all destinations in MANET. The MPRs are
allocated from the one-hop adjacent nodes with symmetric or bi-directional connection,
so it is possible to stay away from the hardships of experience during the packet
transmission over a uni-directional link by deciding the path through the multipoint

relays.

A HELLO message, Topology Control (TC) message and Multiple Interface Declaration
(MID) message are three different types of control messages which OLSR uses. Due to
the benefit of these messages that periodically runs, it can minimize the maximum time
interval and also keep the routes safe incessantly to all destinations in MANETS. This
feature makes the OLSR protocol more helpful for dense and large networks. Regarding
OLSR protocol, more optimization can be obtained as compared to the pure link state
algorithm in the larger and denser network [10]. OLSR is designed to work in such a

way where a complete distribution algorithm can be achieved and free of central entities.

OLSR s categorized into core functionality and a set of auxiliary functionalities [11]
while the core functionality specifies a protocol which can make a routing in a stand-
alone MANET whereas each auxiliary behavior provides other functionalities, i.e. a

scenario where a node establishes connectivity between the MANET and another routing



domain. The aim of dividing the OLSR into these two parts is to make a simple and easy
understanding of the protocol and also to add complexities only where additional
functionalities are needed. The core functionality explains OLSR interfaces and the

mobile nodes present in the MANET. It includes the following components:

e Neighbor detection

e Packet format and forwarding

e MPR selection and MPR signaling

e Topology control message diffusion

e Route calculation

e Link sensing
2.1.1 Components of OLSR
Packet format and forwarding utility has been specified for the transport of all control
messages and the optimized flooding mechanism in 32 bit format.
Link sensing of OLSR sends Hello messages regularly for sensing the connectivity of
the link. For each interface, a separate Hello message is generated. This link senses
results in a local link set which show the links between the local and the remote
interfaces.
Neighbor detection is the main address of the nodes. The neighbor entries are closely
connected to link entries. When a link entry is made, then the neighbor table is checked
for any similar neighbor entries. If no hits are returned, then a new neighbor entry is
created. The status of the neighbor entries must be updated accordingly if there are

changes made to the link-set.



In the MPR selection and MPR signaling, a node selects a subset of its neighbors
resemble when all the selected neighbors broadcast a message. At that time, the message

should be received by all the nodes two hops away.

With the help of topology control message diffusion for calculation of the route
Topology, control message diffusion supplies each node in the network with enough link

state information.

With the help of route calculation the link state information through periodic exchange

of messages, the interface configuration of nodes and route of each node is computed.
2.2 Temporally Ordered Routing Algorithm (TORA)

Temporally Ordered Routing Algorithm is a reactive routing algorithm based on the link
reversal [12]. It is used in MANETS to improve the scalability by utilizing in multi hop
networks. TORA makes scaling routes amid the destination source and the source which
is created in the destination node by using the Directed Acyclic Graph (DAG). It should
be noted that the shortest path theory is not being used in TORA. It measures another

theory which uses four messages. The order of messages are listed as below:

1. Query message
2. Update message
3. Clear message

4. Optimization message



This layout is carried out by each node for sending various parameters through the
destination node and source node. It should be pointed out that the nodes id (i) and (t)
are the parameters for time to break the link, (r) Reflection indication bit, (oid) is the

originator id and frequency sequence (d).

TORA makes the link from high to low. In the first step, the nodes which are the
highest are set to null. I.e. (null, null, null, I) and destination is set to this pattern (0, 0, 0,
destination). Whenever there is a change in the topology, the heights are modifying. It
sends a query message including its route-required flag which is the way for a node
needing a route to a destination. It should be noted that query packet contains a
destination field that shows the intended destination, so query packet has a node id of the
destination which is needed. Due to it, when a query packet arrives to the node with
information about the destination it responses update to the reverse path then the update
message sets the height value of the neighboring nodes to the node sending the update

[12]. This process is illustrated in Figure 5.

10
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Figure 5. Route discovery for QRY message [12]

In this Figure, node H is the destination node and node A is selected as the source.
Consider node A as only one-hop neighbor to the destination broadcasts a query message
across the network , replies to a query then it sends back an update after the query
arrives a node with information about the destination node. In this example, node G and
D are shown as one hop far from the destination so they will propagate updates. The

processes are presented in figure 6 below.

11
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Figure 6. Route discoveries in TORA — update message [12]

There are some imperfections in this gradual procedure. In principal one, it generously
depends on the number of activated nodes which were activated at initial setup [13].The
crack is that the reaction to traffic demands is not independent. So, it is dependent on the
number of nodes in the network or rate of change of the amount of traffic. TORA is not
good for the network with high traffic volume and also the traffic grows with a steep
positive gradient. TORA guarantees to ensure reliability in the delivery of control

messages and notifications about link status.
2.3 Ad hoc On-demand Distance Vector Routing (AODV)

The Ad hoc On-demand Distance Vector Routing (AODV) [14] [15] discovers the new
algorithm in operation of Ad hoc networks. In this protocol every node works as a
separate router and when it needs a route, it starts to establish or obtain a route for itself.
AODV does not require universal periodic routing advertisements because it is loop free

route even when the link fails. Due to this fact, it requires just on the whole bandwidth
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which is reachable to the mobile nodes. Note that it is substantially less than those

protocols which are required for such advertisements.

AODV does not work with active paths neither maintains any routing information nor
joins in any periodic routing table exchanges. The nodes in AODV do not have to
discover and maintain the route to others nodes up to the time they want to make

communication.

In most recent routing information between nodes, the concept of destination sequence
number is used. Each node which maintains in route mathematically adds sequence

number counter that is used to replace on cached routes.

There are six parts in AODV to create, delete and maintain routes defined as follows:
2.3.1 Path Discovery and Path Setup

In the path discovery when the node wants to start to communicate with other nodes,
which is not valid in routing table, the path discovery will be started to work. Each node
has two counters: node sequence quantity and a broadcast identification. The source
node has to launch path discovery and it broadcasts the RREQ which is the abbreviation

of route enquire packet to its neighbors. The mentioned RREQ has these fields:

e Broadcast ID
e Source sequence number
e Destination series number

e Source address
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e Objective address

e Bounce count

Broadcast ID and source address singularly recognizes a RREQ. Broadcast identification
is grown when the sources send a fresh RREQ. Every neighbor re-emits the RREQ to its
own bystander or either gratifies the RREQ with releasing a route reply back (RREP) to
the antecedent. When a node receives several editions of the identical route send out
packet from different bystanders it refuses or drops the duplicate RREQ and does not
send it out. It assumes that a compromising node arrogates a RREQ from it. Neighbors
that have already arrogated a RREQ with the same send out ID and source address from

them.

In the Reversing path setup RREQ has two kinds of arrangement quantity: The latest
goal zone arrangement number familiar to the supplier and the supplier sequence

quantity.

The destination ascertains total description of how fresh away route is before it can be
accepted by the source to the destination and the source sequence number must be used

to maintain new information about the reverse route to the source.

As presented in Figure 7, node S which is in the middle of the Figure decides to make
route to the destination node D. Consider that node S does not have a root available in its
routing table, so immediately it starts to broadcast RREQ message to its neighbors nodes

for finding the destination node D. As can be seen nodes 1 and 4 are neighbors of node S
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so they will receive the RREQ message. In process, nodes start to make an override link
to the document from those gains -RREQ- from it. Because node 4 does not have
information about the link which is connected to destination node, only rebroadcast is
the RREQ to their neighbors node 5 and node 2. When the RREQ message goes through
a source to different destinations, as illustrated in Figure 8 the reverse path from all
nodes goes back to the source which will be setup automatically. It should be noted that
this opposite route would be needed just when the node gains a RREP indorse to the
node which has created the RREQ. In the creating node, before broadcasting the RREQ,
all the growing IP address and the RREQ ID are buffered. From this procedure, the
sender will not reprocess and re-forward the packet from the node which receives the

packet again from its neighbors.

Figure 7. Reverse paths
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Figure 8. Forward paths

Finally in the forwarding path setup, a RREQ will receive a node which holds a current
route to the destination or the destination itself. The receiving node first checks that the
RREQ was received over a bi- directional link. If an intermediate node has a route entry
for the desired destination, it decides whether the route is current by comparing the
destination sequence number in its own route entry to the destination sequence number
in the RREQ or If the RREQ’s sequence number for the destination is bigger than that
recorded by the intermediate nod. The intermediate node must not use its recorded route
to respond to the RREQ. In place of it, the intermediate node rebroadcasts the RREQ.
The intermediate node can reply only when it has a route with a sequence number that is
greater than or equal to that included in the RREQ. If it does have a current route to the
destination and if the RREQ has not been processed previously, the node then unicasts a
route reply packet (RREP) back to its neighbor from which it received the RREQ. A

RREP has these fields:
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e Source address

e Objection address

e Destination series number
e Hop count

e Lifetime

Meanwhile, a broadcast packet will be arrived to the nodes which can support a route to
the destination which source desires it and also the reverse path will be accepted to the
source of the RREQ. Each node in the direction of the path sets up a forward pointer to
the node from which the RREP arrived exactly when the RREP sends back to the source
and it updates its timeout information for route entries to the source and destination and

also records the latest destination sequence number for the requested destination.

The forward path process as RREP message travels through the nodes one, two and three
from the destination node D to the source node S is illustrated in Figure 5. Nodes
number four and five are not along the path determined by the RREP, and will delete the
reverse pointers from these nodes after active route timeout. As matter of fact, a node
acquiring the RREP spreads in the premier RREP for a mentioned supplier node in
use of that supplier. If it gains more RREPSs, it updates its routing info and propagates
the RREP, only if the RREP includes either a larger goal array quantity than the
previous RREP or the identical goal arrangement quantity with a less hop count. Then,
as soon as the first RREP is received, the supplier node S can begin sending out data and
also can later update its routing information if this gains a better route in comparison of

the former ones.
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2.3.2 Routing Table Management

Route request expiration timer is a timer which collaborates with reverse path entries
routing. The termination time depends on the size of the ad hoc network and the route
caching timeout or the time after which the route is considered to be invalid. The aim is
to clear reverse path routing from the source to the destination from those nodes that are

not useful on the path.

The address of active inner neighbors in the routing table’s entry, through which packets
for the given destination are received, is also saved. If it originates or relays at least one
packet for that destination within the most recent active timeout period, a neighbor is
assuming that it is active for that destination and notices that when a link along a path to
the goal point cuts off this data is conserved so that all active document (source) nodes
would be found. If it is in use by any active neighbors, a route entry is considered
active. Route table entry will maintain about each destination for every mobile node

which they are interested. Every route table entry has the following information:

e Active neighbors for this route

e Expiration time for the route table entry
e Destination

e Number of hops

e Sequence number for the destination

e Next hop
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The time out is rebooting to present time and active route timeout for each time when a
route data is used to transfer information from source node to the destination node. The
comparison process for destination grade quantity of the fresh route to the destination
starts with the current route if a new route is found. Here, the new route is chosen only if
it has a smaller metric to the destination and also if its sequence quantities are identical.

Otherwise, the route with greater sequence number is selected as a new route.

In the link breakage, the node which wants to communicate must invalidate the existing
route in the routing table entry. That node has to lean the infected nodes to destination
and determine which neighbors are able to affect with this link breakage. In a final
manner, the node can send the route error message (RERR) to the specified neighbors
and if there are many neighbors, the route error message can be broadcasted or unicasted

if there is only one.

Path maintenance in AODV is done in the following: movement of the nodes in the
same zone does not affect the route of that way to the goal zone. If the supplier node
mobile in active zone could again initiate the route discovery procedure for finding a
completely fresh route to the goal point, then a special RREP message would be sent to
the involved source nodes when the destination or some intermediate nodes moves.
There is a special message to ensure about symmetric link in addition to detect link
failures which is called periodic hello message. By using link layer acknowledgments
such failures can be detected with far less latency. A link failure is also shown if it tries
to forward a packet to the next hop fail. When the next hop fails and becomes

unreachable to the node in upstream of it, multicast RREP with new sequence number
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and hop count of infinity to upstream neighbors are started in order that those nodes
subsequently relay that message to their active neighbors and etc. This process continues
until the entire active source nodes are informed about it, then source node could restart
the discovery process if it still requires a route to the destination and it receives
notification of a broken link. For checking the required destination node in future, the
obtain node can check the recently route which has been used. It should be noted that if
the obtain node or some other nodes during the former route decides it would like to
reconstruct new route to the goal zone, then the source node or any other nodes along the
former route emit an RREQ message with a goal point series quantity of one more hug
than the former familiar series quantity and for ensuring that it sets a fresh way which

any of the nodes respond if they still regard the former route as reachable.

Also, there is local connectivity management in AODV. However, AODV is a proactive
route and this uses greeting message periodically to its neighbors to ensure about
connectivity of links. The Hello message is broadcasted to all members with time to life
(TTL) equal one and this message is never forwarded more. Each node updates lifetime
of the owner information in routing table of itself whenever it receives Hello message.
Furthermore, the data in the route table is known as lost when the host receives no
information from the neighboring. Then, the nodes inform the other nodes by

broadcasting the RRER message for link breakage.

With the purpose of the local linkage management with hello messages, each greeting
message is emitted by lists of nodes from which nodes were received. Due to this

process it is able to ensure that only nodes with bidirectional connectivity are considered
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to be neighbors. Each node checks to make sure that it uses only routes to neighbors that

have heard the node’s hello message.

AODV support local repair. In local repair the host can fix link breakage locally anytime
if the destination is not farther than the amount of hops which is specified. For repairing
the brakeage, the host will rise the sequence number of destination and broadcast
RREQ communication to the controller node and the TTL for the IP header should be
measured and saved up to locally mending. For the RREP messages, the host waits for
its RREQ message for considering the amount of time. If the RREP message is not
received by the owner, then the routing table condition for the entry becomes out of
reach. The hop count metric would compare if host received the RREP message. The
RERR with the N field set up is broadcasted if the hop metric from the message is bigger
than the former one. The N field in the RERR notices that the owner has locally mended
the link so the entry in the table should not be omitted and the received RREP message
would be considered as the original RREP communication. The source code of AODV is

available in appendix A.
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2.4 Comparison of Selected Routing Protocols

The differences between three MANET routing protocols are show in Table 1.

Table 1. Differences between three MANET routing protocols

Parameters AODV OLSR TORA
Routing mechanism On demand Table driven Table driven or on
demand
Multiple routing NO NO YES
mechanism
Loop free routing YES YES YES
Multicasting YES NO NO
possibilities
Beacons Yes, hello messages YES NO
Structure of the route Flat Flat Flat
mechanism
Routing method Broadcast or Flooding Flooding Broadcast
Update of routing As required Periodically As required
information
Network information Route table Route table Route table

maintenance

Depth of information

Up to neighbor nodes

The whole topology

The height of the
neighbor nodes

Control message

Only hello message used

Hello, TC and MID
message

LMR message

Advantages

Much more efficient to
dynamic topology

Trim down the number
of broadcasts

Multiple loop free and
reliable routing

Disadvantages

Scalability and large
delay

The MPR sets could be
overlapped

Temporary routing
loops results in larger
delay in the network

22




2.5 Review of the State of the Art

Many researchers are continuously working on MANET environments area in order to
find out efficient routing protocols suitable for real time network scenarios. Different
routing protocols follow different strategies to avoid loop within the network. If the
destination node is not available in the network or any link fails, the routing may face
count to infinity loop problems. To ensure the loop free routing, protocols use
destination sequence number and DAG algorithm (it calculates path always in

unidirectional) and feasible distance etc.

Where TORA uses a link reversal algorithm and AODV uses a sequence number for
each destination. AODV and OLSR has shown greater packet delay and network load
compare to TORA. Experimental results also show that TORA has lower throughput
compared to AODV and OLSR. In heavy traffic environment, AODV works better than

OLSR and TORA in high congestion network scenarios. ([2], [17], [18], [19]).

In papers [20], [21] OPNET model 14.5 is used to investigate the performance of routing
protocols OLSR, AODV, DSR and TORA with varying network sizes, node mobility
and traffic load. Experimental results reveal that TORA shows the better performance
under high traffic loads in medium and large sized networks. DSR is well suited for
small size networks with lower node mobility. It also performs better at high node
mobility in large networks. AODV performs well in medium sized networks under high
traffic load. OLSR performs comparatively better in many cases than others. However,
its performance suffers and degrades when mobility and traffic load are increased.

TORA delivers much lower throughput than AODV and OLSR. In AODV, the decision
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is taken based on distance reported in the reply associated with the destination sequence
numbers. LDR also uses the sequence numbers but it is controlled by the destination to
which it belongs. Ordering of nodes is done based on the label to each destination and it
always ensures loop free in any scenarios using label which is combined with feasible

distance and destination sequence numbers [16].

With variable pause times and for random waypoint model in QualNet simulator,
simulation results show that with respect to end-to-end delay, packet delivery ratio and
TTL based hop count AODV has shown better performance than DSR and ZRP ([22],

[23], [24]).

With respect to packet delivery ratio, DSR and AODV show better performance than
ZRP. David Oliver Jorg has analyzed the performance of AODV, DSR, LAR and ZRP
with the various sizes of mobile ad-hoc networks [25]. In case of small sized networks,
all protocols have shown better performance, but only AODV supports more packet

delivery in large network where ZRP and DSR completely fail.

A new approach of routing protocol, which is FZRP, was introduced which combines
with zone routing protocol and hierarchical proactive-Fisheye Routing protocol [26]. It
normally works on two levels of zone; basic zone and extended zone. This approach
offers more advantages in a lager zone with a small increase of maintenance overhead.
With respect to different metrics average maintenance overhead, average route finding
cost and hit ratio, FZRP shows better efficiency than traditional ZRP for different zone

sizes such as 2 and 4 etc. The Table below shows some of the same works.
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Table 2 summaries some resent works which had been done using OPNET simulation.
Detailed simulation and parameters could be observed from this table. In some of the
simulation, results had been drown respect to time as X axis but here in this thesis the
different number of nodes, different file size and effect of different speed is shown in the

results.

In this study, the number of nodes, file (data) size and nodes speed were changed by
getting the idea from references ([20], [21], [29]); which are used to investigate the
performance of routing protocols OLSR, AODV, DSR and TORA with changed

number of nodes, speed of nodes and data size.
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Table 2: Comparison with other works

. . . Node . . . .
Routing Simulation o File Size Mobility . environment
Ref No Protocol(s) Time No. of Nodes | Application S(g;a/z;i (bytes) model Performance metric (m x m)
AODV
[24] DSDV 600 5,3 - 5 - - Throughput -
AODV Random Throughput
[27] OLSR 300 50, 120 FTP - 5000000 WavDoint Delay 1000 x 1000
DSR yP Drop packet
AODV
OLSR 600 i . Random Throughput
[28] DSR 1800 16 Fix, 2, 20 1, 64 waypoint Delay 1000 x 1000
TORA
3600 20, 40 2 Routing discovery time
AODV i Avg. number of hops
[29] DSR FTP agd 1024 Network delay 4000 x 4000
500 4,25 Network throughput
up, up-right,
AODV Laptops up-left, down, Average routing traffic laptons and
6] OLSR 600 10,30 VOIP and 1024 down-right, Average load ':enlzors
DSR Sensors down-left, left Throughput
and right
fewer
and Routing load
[30] AODV i large number i 28,14 1024 i Throughput i
nodes
AODV Random Delay
[31] DSR 240 20, 40, 80 FTP - 512 WavDoint Network load 1000 x 1000
OLSR yp Throughput
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Chapter 3

OPNET SIMULATION ENVIRONMENT

The behavior of mobile ad hoc network for researchers is too expensive, hard, and time
consuming in real environment. Hence, for imitation to appraise and analyze MANETS
with varied routing protocols, research community usually relies on computer, but the
results of simulation are a little different from real environment. However, doing
simulation study is still supported well in understanding [32] the behavior of such
system at different stage. Different simulators are used to design MANETS, i.e., NS-2/3
(Network Simulator-2/3) [33], OPNET (Optimized Network Engineering Tool) [32], and

GloMoSim [34].

In this study OPNET was selected for the simulation. Since this program is one of the
most measurable and efficient simulation tools due to its powerful characteristic such as
comprehensive graphical user interface and animation, also it contains hundreds of
protocol and vender devices model with giant flexibility for examination and analysis.
Furthermore, it provides object oriented modelling and open source code model which
provides easier understanding of the system. Due to these simulation tools, users are able

to maximize availability of communication networks also optimize performance [35].
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This chapter describes the architecture of OPNET simulator in 4 parts; OPNET
Architecture, MANET Model Architecture in OPNET, Configuring routing protocols in

OPNET, and Taking results of Route.
3.1 OPNET Architecture
OPNET supports big modeling, evaluate communication networks and distribute

systems. It includes a lot of instruments that each of them focuses on special views of

modeling role. These tools are divided into three fields:

e Specification
e Data collection

e Simulation analysis

The orders of these phases are important. It looks like a cycle which returns back to
specification analysis. Also specification analysis is divided into two compartments as
beginner specification and regeneralization. Where the second phase is part of

duplication cycle is illustrated in Figure 9.

Re-Specification

A

A

Initial Specification Data Collection and Simulation

A 4

A 4
Analysis

Figure 9. Simulation process for OPNET
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3.2 Architecture of MANET Models in OPNET

Routing protocols OLSR, DSR, AODV and TORA are reachable at IP layer through
MANET model structure. OSPFv3 for the MANET model is under development.
Protocols of TORA, DSR, GRP, AODV and OLSR are ready for use in OPNET version

17.1. Node model component of a MANET node is illustrated in Figure 10.

ip_dispatch

child process

wlarLDerLU_ﬁ ar_porl b 0.0

OPMET Technolagies, Inc.

Figure 10. MANET model architecture [36]

The figure defines the node model architecture of a MANETS node. Creation of a child
process manet_mgr function which controls the whole ad hoc routing protocols in the
OPNET and enrich a common interface to multiple Ad hoc routing protocols. It is made

from the function ip_dispatch of the ip_encap process which is root process for IP in
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MANETS routing protocol. One of more child processes for required MANETS protocol
as setup in parametric system is the Manet_Mgr, since the MANETS of this node would

be a Wireless LAN work zone operating in mobile Ad hoc mode.

We have different models of nodes in MANETSs. All MANET adroit nodes are included
in the contents of in the MANETS object palette as illustrated in the Figure 11 to
simulate different routing protocols while nodes of the mentioned object palette are used
in the mobile Ad hoc network models. Prevalently using nodes in MANETSs network

models are defined in the following;

ﬂ Search by name: |
Orag model or subnet icon into workspace
B -
E4S Node Modsls
E Application Config Ficed Node  Application Configuration
ﬁ manet_gwy_wlan_ethemet slipd  Ficed Mode ~ MANET Gateway
! manet_station Ficed Node  Wireless LAN Workstation
@ manet_station Mobile Node ~ Wireless LAN Workstation
-5 Mobilty Corfig Fired Node
Profile Corfig Ficed Node  Profile Configuration
Focgroup Corfig Ficed Node  Receiver Group Corfiguration Q
g | Task Config Fieed Node  Custom Application Task Definiton e E
-4 wlan2 _router Fieed Node
43 wlan2_router Mobile Node Q
ﬁ wlan_ethemet_router Foeed Node  Wireless LAN and Ethemet IP Router
43 wlan_sthemet_router Mobile Mode  Wireless LAN and Ethemet 1P Router Satellte Subnet
# wlan_server Fieed Node  Wireless LAN Server
H wlan_server Mobile Node ~ Wireless LAN Server Q
! wlan_whkstn Ficed Node  Wireless LAN Workstation Mobile Subnet
B wlan_wkstn Mobile Node ~ Wireless LAN Workstation
B+ Wireless Domain Models 0
“JE] Mobilty Domain ~ Wireless Domain -
J " | HJ Subnet
-
| Create Custom Model... Close ‘ Help |

Figure 11. MANET object palette
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e Wireless LAN servers and workstations

In a MANET network model these node models could be used for professionalized
application traffic like E-mail, FTP and HTTP on TCP on IP over wireless LAN. These
nodes would be set to start the cycle for each MANET routing of protocol also

configured for specific way.

e MANETS Stations
This station can be used over IP on wireless LAN the node models of MANET to
generate raw packets. They can be configured as a destination traffic or source and can

be functioned to run each MANET routing protocol.

e Wireless LAN routers and MANET gateway
These nodes can perform as an access point role in ad hoc network. These nodes of
object palette could also connect the mobile nodes of network to the IP based networks

when MANET gateway is enabled.

e Profile configuration
Profile configuration describes application activity models or shape of user or group of
users over a period of the time while it is possible to have some varied profiles running

on a considered LAN or work zone which these profiles can present varied user teams.

e Application configuration
A profile is assembling different application definitions. There are designated for some

parameters like duration, start time and repeatability for each application definition.

29



Also, to have two completely same applications with different application parameters,
different names to identify two identical applications with varied usage parameters as

two distinct application definitions are acceptable to use.

e Rx group configuration
Rx group configuration is used to estimate a group of possible receiver’s node that could
do the communication role. This tool could greatly accelerate a simulation by getting rid

of receivers which do not match.

e Configuration task

It is used for special applications which are configuration.

e Mobility configuration
Mobility configuration is used to define movement of nodes based on the settled

parameters which individual nodes reference to model mobility profile.

3.3 Configuring Routing Protocols in OPNET

By using the right button of the mouse over the nodes fixed in the project modifier, a
fresh frame of window will be popped up for editing ascribed values of unlike

parameters. The way of configuring routing protocols parameters in OPNET 17.1 is

shown in Figure 12.
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Type: Iwu::rkstatinn

|P¢tribute Value ;l
@ - Name mobile_node_7
@ trajectory VECTOR
= AD-HOC Routing Parameters
(  -AD-HOC Routing Protocol foov ]
B ADDV Parameters MNone
F . Route Discovery Parmameters
@} i Active Route Timeout (seconds) E‘E.’?H
F - Hello Interval (seconds) TORA
F - Allowed Hello Loss GRP
F - Net Diameter 35
@ Mode Traversal Time (seconds) 0.04
il - Route Emor Rate Limit (pkts/sec) 10
F . Timeout Buffer 2
F . TTL Parameters Default
@ i~ Packet Queue Size (packets) Irfirity
F - Local Repair Enabled
F . Addressing Mode [Pyvd
@ = DSR Parameters (..)
F Route Cache Parameters Default
)] Send Buffer Parameters Default
F ¥ Route Discovery Parameters Default
F . Route Maintenance Parameters Default
F i DSR Routes Export Do Mot Export
F Route Replies using Cached Routes  Enabled
F . Packet Salvaging Enabled
@ Mon Propagating Request Digabled
@ . Broadcast Jiter {seconds) uniform {0, 0.01)
¥ ® GRP Parameters Default
¥ ® OLSR Parameters Default
TORASIMEP Parameters Default
DHCP
Reports =
IP
¥ ® MANET Traffic Generation Parameters MNone -
i | o
[~ Advanced
el I Fiter [~ Apply to selected objects
[~ Bxact match oK | — |

Figure 12. Routing protocol configuration in OPNET

As illustrated in the figure, it is possible to select 5 routing protocols in OPNET 17.1;

AODV, DRS, TORA, OLSR, GRP and change individual parameters.
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3.4 Taking Results of Simulation
To choose individual DES (Discrete Event Simulation) statistics right click on the
project editor. There are different statistics available to be simulated as can be seen in

Figure 13.

=-{=] Global Statistics |« | - Statistic information
=-{F] A0 EV Description:

- umber of Hops per Route
Route Discovery Time ;I
Routing Traffic Received (bits/sec)
Routing Traffic Received (pkis/sec)
Routing Traffic Sent (bits/sec)
Routing Traffic Sent {pkts/sec)
Total Acknowledgements Sent
Total Cached Replies Sent
Total Packets Dropped
Total Replies Sent from Destination
Total Route Emors Sent
Total Route Replies Sent
Total Route Requests Sent

HCP

U T RTRITKTH

L8 L

Traffic Received (bits/sec)
Traffic Received (packets. sec)
Traffic Sent (bits/sec)
Traffic Sent (packets/sec)
Mobile IP
Mobile IPvE
QLSRR
OLSR Peformance
PIM-SM
TORA_IMEP _l
VPN -~
Wireless LAMN
WLAN (Per HCF Access Category) Draw style: Modify
ode Statistics

EE*EEEREEEE

DHCP Collection mode: Modify

IP
IP Interface
IP Processor
MAMNET
OLSR
Server Jobs
TORA_IMER
+ Wireless Lan
[E=R WWLAM (Per HCF Access Categony)
=-{7] Link Statistics

< ™

Figure 13. Choosing statistics
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Chapter 4

MODELING OF MANETs IN OPNET, SIMULATION
SETUP AND RESULTS

In this chapter the selected performance metrics, simulation setup, and modeling of
network protocols with default parameters using a MANET model in OPNET17.1 are
defined. Furthermore, the network scenarios are explained and simulation results are

compared.
4.1 Performance Metrics

The performance of routing protocols was analyzed using performance metrics, average

network throughput, average end- to-end delay and average network load.

Average throughput: It is the total amount of packets rate bear in case of data loss
which is received by a destination node. High throughput is always expected for any
routing protocol.

Throughput = number of bits contained in accepted packet / simulation time.

Average end-to-end delay: It is the average delay of routing discovery, waiting of
packets in the interface queues and transmission of the MAC layer data packets from
source to destination. It is also called data latency. It is measured by differences of time

taken between the generation of a data packet and the last bit of arrival at the destination.
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Average network load: It represents the total load (in bits/sec) submitted to WLAN
MAC layer by all higher layers in all WLAN nodes of the network. All of the data traffic
is received (in bits/sec) by all the 802.11e-capable WLAN MACs in the network from
higher layers for each access category. Higher layer data packets are assigned to the
access categories based on their user priority (Type of Service (ToS)) values [37]. The
network load occurs when there is more traffic coming on the network, and it is difficult
for the network to handle all this traffic. The efficient network can easily cope with large

traffic coming in. [37]

High network load affects the MANET routing packets and slow down the delivery of
packets for reaching to the channel [38], and it results in increasing the collisions of
these control packets. Thus, routing packets may be slow to stabilize.

4.2 Modelling of MANETSs in OPNET and Simulation Setup

In order to simulate a MANET network, there is a need to design a virtual network
environment in OPNET. In this study, OPNET version 17.1 is used which supports
AODV, DSR, GRP, OLSR and TORA routing protocols in total. All devices with IP
address version 4 were auto configured. In order to complete the project, a total of 60
sets of simulations were designed. To collect statistical data, all of the scenarios were
run for 300 seconds. In order to design a MANET with a routing protocol, the steps

below must be followed:
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1. File => Project name: AODV
Scenario name: A name for each set of simulation must be given (For
example: 20 nodes with file size 512 bytes and maximum speed 5 m/s in AODV)
Create empty scenario
Network Scale: Campus
Specify size: X span: 1000, Y span: 1000 and units: meters
Model family: MANET

Figure 14 shows review of these settings.

-] Startup Wizard: Review

Review the walues you have chosen. |Sc:a|e: Campus
Uze the 'Back' button to make changes.
[Size: 1000 m = 1000 m

(]
|
|

=

|MUE|E| Family J |Maplnf0 Maps [background first]
MAMET Mone selected

< Back Einish Cuit |

Figure 14. Review of startup wizard

2. Application configuration: application configuration form object palette is chosen
and inserted on the campus network as shown in Figure 15.
Edit Attribute => Name: App Conf
Application definition => Number of Rows: 1 (Number of application during
simulation -only FTP is used)
Application name: FTP.APP
Description: FTP with medium load configuration

Inter-request time (seconds): exponential (720)
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File size: 512 bytes

These settings are valid for all sources in the system.

FTP application: FTP is a file transfer protocol used by FTP applications to perform
huge data transfer from server to user agents. Main objects of FTP include [39] file
sharing promotion between computers, usage of remote systems through some
applications; efficiently and reliably data transfers; they are designed specifically for
application programs for utilization. The client always downloads one file per session in

which the server may change for each session.

Inter-request time: Inter-request time defines the amount of time between file transfers.
The start time for a file transfer session is computed by adding the inter-request time to

the time that the previous file transfer started.

—#{ (node_0) Attributes

Type: | utility
| Attribute Walue J
& [ rname ] 4pp Conf
& = Application Definitions [...]
i Mumber of Rows 1
= FTP.AFPF
&3] i Mame FTP.APP
& =1 Description [
i3] Custom [mlis
& i Database O
& Email off
3} L Fip M edium Load
& & Hitp Off
[iea] & Print OFf
)] i Remate Login O
& i Wideo Conferencing OFf
& L Woice [uli}
= MOS
F ® Voice Encoder Schemes All Schemes
-]
[ Advanced
] | Eilter [ Apply to selected objects
[ Ewact match oK. Cancel |

Figure 15. Application configuration attribute
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If we set inter-request time (secs) attribute to exponential (720) and file size (bytes)
attribute to constant (512), in our FTP application we are transferring 512 bytes every
720 seconds. Since our simulation time is 300 secs each source may only transfer one,

512 bytes file.

In [39] it is shown thatin 1 second of elapsed (actual) time, OPNET Modeler has
simulated 19 minutes and 25 seconds of network time. The entire simulation should take
less than one minute to complete—the elapsed time varies according to the speed of the

computer.

For example, in one of our case, in order to simulate the AODV protocol with 20 nodes,
512 bytes and with other fixed parameters elapsed (actual) time measured as 2 secs as

shown in Figure 16.
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ES Execution Manager: ZAINAB

ADDY 100 MODES 1024 PACKET SIZE 5 SPEE
Run #1
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Sim Duration Sim Time Elapsed Time Elapsed Time Remaining Num Events Total Memory Avg Ev/s Cur Ev/s Num Log Entry Dutput Suffix
G 00s. Sim 0. 1m 435, 16,717,986 51541 144,844 3 -DES1

Sim Duration Sim Time Elapsed Time Elapsed Time Remaining Num Events Total Memory Avg Ev/s Cur Ev/s Mum Log Entry Dutput Suffix
G 00s. Sim 0. 1m 465, 16,201,523 48977 142843 3-DES1

Sim Duration Sim Time Elapsed Time Elapsed Time Remaining Num Events Total Memoip Avg Ev/s Cur Ev/s Num Log Entry Output S uffix
Gm 00s. Sm s, 1m 44s. 15,037,281 52138 144854 2 -DES1

Sim Duration Sim Time Elapsed Time Elapsed Time Remaining Num Events Total Memory Avg Ev/s Cur Ev/s Num Log Entry Output S uffix
Sm 00s. 5 00s. m 465, 15,098,030 S0416 143,025 2-DES

Sim Duration Sim Time Elapsed Time Elapsed Time Remaining Num Events Total Memory Avg Ev/s Cur Ev/s Num Log Entry Dutput Suffix
G 00s. Sim 0. 1m 455, 14,887,057 50315 141718 2 -DES1

Sim Duration Sim Time Elapsed Time Elapsed Time Remaining Num Events Total Memory Avg Ev/s Cur Ev/s Mum Log Entry Dutput Suffix
G 00s. Sim 0. 1m &z 16,929,978 51,680 143,080 2 -DES1

Sim Duration Sim Time Elapsed Time Elapsed Time Remaining Num Events Total Memorp Avg Ev/s Cur Ev/s Num Log Entry Output S uffix
Gm 00s. Sm s, 1m53s. 15,851,389 50,891 140,887 2 -DES1

Sim Duration Sim Time Elapsed Time Elapsed Time Remaining Num Events Total Memoiy Avg Ev/s Cur Ev/s Num Log Entry Output 5 uffix
S 00s. Sm 00, Tm 52, 16,175,841 51482 1433986 2-DES

Sim Duration Sim Time Elapsed Time Elapsed Time Remaining Num Events Total Memory Avg Ev/s Cur Ev/s Num Log Entry Dutput Suffix
Brm 00z B 00s. 1m 515, 16,742,363 50181 141643 2-DES1

Sim Duration Sim Time Elapsed Time Elapsed Time Remaining Num Events Total Memory Avg Ev/s Cur Ev/s Mum Log Entry Dutput Suffix
G 00s. Sim 0. 1m Bz, 16,013,345 51582 145,700 2 -DES1
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Gm 00s. Sm s, 1m &ls. 16,964,584 S0.016 144,803 2 -DES1
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Sim Duration Sim Time Elapsed Time Elapsed Time Remaining Num Events Total Memory Avg Ev/s Cur E¥/s Num Log Entry Dutput Suffix
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Sim Duration Sim Time Elapsed Time Elapsed Time Remaining Num Events Total Memory Avg Ev/s Cur Ev/s Mum Log Entry Dutput Suffix
G 00s. Sim 0. s 1,663,156 27171 154,267 2 -DES1

Sim Duration Sim Time Elapsed Time Elapsed Time Remaining Num Events Total Memorp Avg Ev/s Cur Ev/s Num Log Entry Output S uffix
Gm 00s. Sm s, 5. 248,244 20304 148471 2 -DES1

Sim Duration Sim Time Elapsed Time Elapsed Time Remaining Num Events Total Memoiy Avg Ev/s Cur Ev/s Num Log Entry Output 5 uffix
5m (0s. Srn s, s 1,700,793 27071 154517 2 -DES1

Sim Duration Sim Time Elapsed Time Elapsed Time Remaining Num Events Total Memory Avg Ev/s Cur E¥/s Num Log Entry Dutput Suffix
Brm 00s. B 00s. s 1,723,346 27179 153609 2-DEST

Sim Duration Sim Time Elapsed Time Elapsed Time Remaining Num Events Total Memory Avg Ev/s Cur Ev/s Num Log Entry Dutput Suffix
G 00s. §im 0. s 1,721,480 27,250 154,308 2 -DES1

Figure 16. DES Execution Manager

From Figure 16 results, it is observed that elapsed time is increasing when the number of

nodes is increasing but it is slightly decreasing when file size is increasing for fixed

number of nodes.

3. Profile configuration: profile configuration form object palette is chosen and inserted

on the campus network as shown in Figure 16.

Edit attributes: Name: Pro Def

Profile definition: Number of rows: 1
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Profile name: Pro FTP
Application: Number of rows: 1 (only FTP)
Profile name: FTP APP
Start time offset (seconds): Constant (0)

Start time (seconds): Uniform (100,300) - start to collect

statistics after 100sec up to end of simulation.

] {node_1) Attributes

Type: | Utiltie:s
| Attribute Walue
®| i hame | Fro Det
@ 1=l Profile Configuration [...]
MHurnber of Fows 1
= PROFTF
g L Prafile Mame PROFTP
@ = Applications [...]
L Mumber of Fows 1
= FTF aPF
g L Mame FTP APP
@ Start Tirne Offzet [zeconds) constant [0)
& Druration [zeconds) End of Profile
@ Repeatability Unlirmited
@ Operation Maode Sernal [Ordered)
()] Start Time [seconds) uniform (100, 300)
)] & Duration [geconds] End of Simulation
@ R epeatability Once at Start Time
4] | Ll_‘
[ Advanced
@ | Filter

| Ewact match

| Apply to zelected objects

Cancel |

Figure 17. Profile configuration attribute
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A profile describes user activity over a period of time. A profile consists of many
different applications. For example, a "Human Resources™ user profile may contain
"Email”, "Web" and "Database".

Various loading characteristics for the different applications on this profile can be
specified. Each application is described in detail within the application configuration
object. The profiles created on this object will be referenced by the individual

workstations to generate traffic.

4. Mobility configuration: The mobility profile defined in the mobility configuration
can specified to model the mobility over the nodes. In this particular design, random
waypoint mobility model has been specified [29]. Generally, mobile nodes engaged
in a network move randomly and take random destinations. Moreover, random
mobility model is more appropriate for simulation studies. Therefore, mobility
configuration form object palette is chosen and inserted on the campus network as
shown in Figure 17.

Edit attributes => Name: Mob
Random mobility profiles => Number of rows: 1
Random Waypoint Parameters: X and Y axis (meters): (min:0 ,max:500)
Speed (meters/seconds): uniform (0, 5)
Pause time (seconds): constant (100)

Start time (seconds): constant (0)
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i] [node_2) Attributes

Type: | Utilities
| Aatkribute Wallue J
[+ name | Mob
F i Mohility Modeling Status Enabled
@ = Random Mobility Profiles [...]
i Mumber of Rows 1
= Default R andam ' ayppaoint
{‘E‘} Profile Hame Drefault B andom "W aypoint
{‘:?} kdobility FModel R andom “» appoint
L a) = Randaom “waypoint Pararmeters [...]
@ kA obility Domain Mame Mot Uzed
2] L w_min [meters) oo
L d) i y_min [rmeters) 0.0
o Lo max [meters] 500
2] i y_max [meters) 500
i Speed [meters/seconds] uniform_ink [0, 5]
F Pauze Time [zecondsz] constant [100]
@ Start Time [zecondsz] conztant [0]
@ Stop Time [zeconds) End of Simulation
L d) Animation Update Frequency [ze... 1.0
{‘E‘} . Record Trajecton Dizabled
< I ;l_‘
[ Adwvanced
e | Filker [ Apply to selected objects
[ E=act match oK Cancel |

Figure 18. Mobility configuration attributes

5. Wireless LAN Workstation (Mobile Node): Wlan wkstn form object palette is
selected (For example 20 of them are inserted on the campus network as shown in
Figure 18).

Edit attributes => Trajectory: Vector
Ad-Hoc routing protocol: AODV
Routing parameters: Default (see Fig 20 in Appendix B)
Applications: Destination preferences: none
Source preferences: none
Supported profile: FTP Profile

Traffic type: all discrete
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Destination preferences: They provide mappings between symbolic destination names
specified in the Application Definition or Task Definition objects and actual names
specified in Deploy Application dialog box with Source and Server buttons for each
node. Each symbolic destination can map to a set of real destinations, in which case a
destination will be chosen based on its relative weight. The following applies only to

Standard Applications and not to Custom Applications:

If Destination Preferences is set to None, then a random destination (server) will be
chosen from among the existing number of nodes that supports the application of
interest. Selection weight specified in the Supported Services attributes on the
destination will determine the probability with which the destination will be chosen. So
here none has selected as a Destination Performances to select random destination from

among of destinations.

If Source Preferences is set to None, then a number of client (source) maybe selected
from among the existing number of nodes -1 that supports the application of interest. In
our simulations, if there are n nodes in the system we have selected remaining n-1 nodes
as source node. For example; if there are 20 nodes in the system one of them will be

selected as a server node randomly and the remaining are used as source node.

Supported profile: It specifies the names of all profiles which are enabled on this node.
Each profile is defined in detail in the profile configuration object that can be found in

the "utilities™ palette.
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A profile describes user behavior in terms of what applications are being used and the
amount of traffic each application generates. Profiles can be repeated based on a

"Repeatability pattern”. It can also execute more than one profile on a particular device.

] (mobile_node_B0) Attributes

Type: | workstation
| Attribute Walue J
®| i+ hame | mobile_node_80
& - hajectony YECTOR
= AD-HOC Routing Parameters
& - AD-HOC Routing Protocal AQDW
Q] A0DY Parameters Default
] DSR Paramneters Default
] GRF Pararneters Drefault
D) OLSR Paramneters Default
TORAAMER Parameters Drefault
= Applications
{‘:?} # Application: Destination Preferences Maone
@ Application: Source Preferences Mone
@ = Application; Supported Prafiles [...]
- Mumber of Fows 1
= FTP PROFILE
& Prafile M ame FTF PROFILE
Q) L Traffic Type Al Digcrete
Application Delap Tracking Dizabled
@ Application: Supparted Services [...]
@ Application: Tranzaction Model Tier C... Unspecified
F H323
CFU
WP
DHCP
|F Multicasting
IP
HHRF
SIP
# Servers
Wirelezs LAM
@ K ability Prafile Mame Default B andom W aypaint J
[ Advanced
@ | Filter [ &pply to zelected objects
[ Ewact match oK Eored |

Figure 19. Wireless LAN Workstation attribute
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Traffic type: It specifies the type of traffic that will be generated for this profile. If it is
set to All Discrete, discrete data packets will be generated for the application contained

as part of this profile.

This attribute cannot be configured directly. To change the value of this attribute, use the

utility, "Protocols / Applications / Deploy Defined Applications...".

Application Deployment dialog box helps in deploying the application in the network.
To configure the nodes for server select those in the network tree on the left hand side of
the window and then assign them to the selected tier in the right hand side, so from
number of servers one of them could be selected randomly as main server as shown in

Figure 19.

+ Deploy Applications

|AI\ application devices = [ Include hidden ‘ Deploy Applicatians
[~ Dnly selected
| Fird s v B r__ProliIe: "FTP APP"
F-JE] Souce
Hetwork Tree Browser Ej Application: "FTF APF"
=) @ Server "FTP Server”
R Campus Network J - mobile_node_0l
-8 mobile_node_0 - mnhile:nnde:1
-8 mobile_node_1 & mobile_node_10
-8 mobile_node_10 -8 mobile_node_11
-8 motie_nads_11 -8 mobie_node_12
& mobik_nod_12 B mobil_rode_13
-8 mobile_node_13 8 moble_node_14
& mobik_node_14 B mobil_rode._ 15
B robile_nods_ 15 8 moble_node_16
& mobik_node_16 | B mobil_rode_17
-8 mobile_node_17 i e node._
-8 mobile_node_18 ﬂ i :ZE:::_:ESZ_}S
-8 mobile_node_19 i mobile_node_Z
-8 mobile_node_2 i mobile_node_S
-8 mobile_node_3 i mobile_node_4
-8 mohile_node_d 8 moble_nods &
-8 mobile_node_5 i mobile_node_ﬁ
B mobile_node 6 8 mobie_node. 7
-8 mobile_node_7 i mobile_node_ﬁ
3 W mobile_node_8 -8 mobile_node_3
-8 mobile_node_9
Kl
i JJ ’rLegend
[ Synchronize with Project @ Enor a D

Figure 20. Deploy application setup
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In a similar way, to configure nodes as source select those in the network tree on the left
hand side of the window and then assign them to the selected tier in the right hand side

under the source button.
4.3 Simulation With Different Ad hoc Network Scenarios and Results

The results obtained during the simulation are depicted through a number of scenarios.
In our simulation study, there are three types of different scenarios based on the number
of nodes, different file (data) sizes and speeds as performed with performance metrics
average throughput, average end-to-end delay and average network load for AODV,
OLSR, and TORA routing protocols. Each scenario is discussed separately so as to
provide detailed analysis.

4.3.1 Investigation of Different Number of Nodes

In first scenario was prepared in which there were 20, 40, 60, 80 and 100 mobile nodes
from the object palette window of OPNET Modeler 17.1 and pasted all of them in the
workspace window and routing protocols AODV, OLSR and TORA were used
individually. After the processes of inserting application configuration and profile
configuration from object palette to workspace window, the settings had to be done
according to the requirements. The FTP was selected as traffic with medium load; FTP
file size set to 512 bytes. Mobility configuration was also inserted into workspace
window. In the first scenario the maximum node speed was set to 5 m/s and then random
waypoint mobility model was set to MANET as a profile. All these attributes are

illustrated in the table below:
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Table 3. General attributes for scenario 1

Attributes Value
Number of nodes 20, 40, 60, 80, 100
File(data) size 512 Byte
Protocols AODV, OLSR, TORA
Simulation run time 300 seconds
Simulation area 1000 m * 1000 m

Table 4. Mobility attributes for scenario 1

Speed (seconds)

Uniform (0,5)

Mobility Pause time (seconds)

Constant (100)

Start time (seconds)

Constant (0)

Table 5. Application configuration attributes for scenario 1

Application
configuration

(Medium load)

FTP Inter request time Exponential
(seconds) (720)

Table 6. Profile configuration attributes for scenario 1

Profile configuration

Start time offset Constant (0)
Duration End of profile
Start time (seconds) Uniform (100,300)
Duration End of simulation

A set of simulations were done for each protocol by various number of nodes. The

results were obtained in the form of graphs and all graphs were displayed as sample

mean of 5 runs. Simulation results for different performance metrics are shown below:
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Table 7. Simulation results of average end-to-end delay in msec with file size 512 bytes

and maximum node speed 5 m/s

Number of nodes
Protocol
20 40 60 80 100
AODV 0.17 0.32 0.45 0.61 0.85
OLSR 0.22 0.27 0.33 0.39 0.45
TORA 355 | 31.21 275.82 22724.21 36144.81
0.9
——AODV
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Figure 21. Average end-to-end delay versus number of nodes with file size 512 bytes
and maximum node speed 5 m/s

It should be noted from Table 7 that, starting from 20 nodes TORA protocol has too

much end-to-end delay so TORA result are not shown in Figure 20. In order to

investigate the behavior of TORA in more detail a series of simulations were done with

5, 10 and 15 nodes. The results are shown below:
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Table 8. Simulation results of average end-to-end delay in msec with file size 512 bytes
and maximum node speed 5 m/s with TORA protocol

Number of nodes
Protocol
5 10 15 20 40
TORA 0.68 1.36 2.41 3.55 31.21
35

,

£ 30

z

g 25

g 20

o

5 15
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Q

@ 10

i

g 5
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0 — ‘ M
5 10 15 20 40

Number of nodes

Figure 22. Average end-to-end delay versus number of nodes with file size 512 bytes
and maximum node speed 5 m/s with TORA protocol
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Table 9. Simulation results of average network load in Kbits/sec with file size 512 bytes
and maximum node speed 5 m/s

Number of nodes
20 40 60 80 100
AODV | 210 | 6.64 | 1166 | 18.86 | 27.31
OLSR | 11.20 | 34.71 | 71.19 | 119.72 | 179.87
TORA | 11.66 | 225.52 | 226.17 | 359.98 | 386.33

Protocol

450

—+—AODV
L 490 | —m=0LsR
2 350 || =—4—TORA
T 300
o
= 250
[=]
2 200
v |
T 100 /
S u
Iy 50 ./

20 40 60 30 100

Number of nodes

Figure 23. Average network load versus number of nodes with file size 512 bytes and
maximum node speed 5 m/s
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Table 10. Simulation results of average throughput in Kbits/s with file size 512 bytes
and maximum node speed 5 m/s

Number of nodes
20 40 60 80 100
AODV | 24.02 | 183.25 | 463.39 | 971.74 | 1603.08
OLSR | 196.68 | 1289.70 | 4040.24 | 9136.39 | 17023.76
TORA | 21.38 | 486.05 | 561.31 | 698.80 | 770.38

Protocol

18000
—e—AODV -
16000 || _m=0LsR
14000 ||=—k—TORA
12000
10000

8000
6000 /
4000 u
2000 /
0 _.éﬁ* —_—

20 40 60 80 100
Number of nodes

Average throughput Kbit/s

Figure 24. Average throughput versus number of nodes with file size 512 bytes and
maximum node speed 5 m/s

Reactive protocols have much end-to-end delay due to broadcasting the routing request
by source nodes for whole network and keep them waiting for responses. As it is shown
in Figures 20, 21 and Tables7, 8; TORA protocol has the highest average end-to-end
delay. TORA does not use shortest path theory. When the number of mobile nodes
increases, the data should pass from many mobile nodes unit it reaches to the exact
destination. A part from that, it increases the average end-to-end delay and makes it
immoderate in TORA.TORA has the highest delay as compared to OLSR and AODV

which is shown in the simulation results.
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AODV is always searching about new routes when it needs (on demand method), thus it
doesn’t save whole routes in the network and also unable to preserve the unused routes
in the network. The benefit of this strategy is low controlled traffic. However, overall
average end-to-end delay increases in network because the files are waiting in buffer, up
to they will be sent by new routes. In addition, AODV maintains only one route per

destination in its routing table.

OLSR protocol has the lowest end-to-end delay because of several reasons; using low
latency of route discovery process, keeping whole neighbor tables and maintaining track
of other nodes available through of them, and not showing the failure link until
associated MPR transfer its topology information to other nodes across the network.
Stands to these reasons OLSR works efficiently when the number of nodes increases.
OLSR protocol maintains and updates routing tables regularly so; it is efficient and has
low latency. As a result, OLSR has the lowest end-to-end delay among the three routing

protocols.

TORA achieved the highest network load, as it is shown in Table 9 and Figure 22; when
the number of nodes increases the network load become worse. TORA performance
depends on the number of activated nodes where they were activating at initial setup. In
TORA, every intermediate node sends route request reply to the source node so control
overhead increases due to the multiple route replies to single route request packets.
Moreover, because of the lack of multiple paths to use as alternative routes for the

traffic, a route error message will propagate to all its neighbors when a single node in the
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path fails. This initiates route rediscovery process, consequently increases the network

load.

AODYV protocol does not maintain any cache routes. When network topology changes in
AODV, it sets up new routes according to requests. This will help AODV protocol to
avoid loss of files and make average network load low (Comparing with OLSR and

TORA).

Since OLSR protocol always maintains and updates its routing table (proactive method);
it helps the OLSR protocol to follow its routing traffic to the destination although there

is increase in network load.

In OLSR due to the advantage of MPR in enabling forwarding of the control messages

to other nodes, the network load gets minimized and throughput gets maximized.
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4.3.2 Investigation of Different File Sizes
In the second set of simulations numbers of nodes were fixed with 40 and 100 where file
size was changed as 1024, 2048 and 4096 bytes. All other parameters remained the same

as the first scenario. Table 11 presents scenario attributes.

Table 11. General attribute for scenario 2

Attributes Value
Number of nodes 40, 100
File(data) size 512, 1024, 2048, 4096 bytes
Protocols AODV, OLSR, TORA
Simulation run time 300 seconds
Simulation area 1000 m * 1000 m

Table 12. Simulation results of average end-to-end delay in msec with 100 nodes and

maximum node speed 5 m/s
Protocol File size, bytes
512 1024 2048 4096
AODV 0.85 0.81 0.79 0.56
OLSR 0.45 0.45 0.45 0.46
TORA | 36144.81 | 36144.81 | 36144.81 | 36144.81
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0.4
0.3
0.2

0.1 —— A0 DV
—Ml— OLSR

512 1024 2048 4096
File size, bytes

*

Average end-to-end delay ,ms
[ |
[ |
[ |
[ |

Figure 25. Average end-to-end delay versus different file size with 100 nodes and
maximum node speed 5 m/s
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It should be pointed out here that since TORA protocol has high end-to-end delay it

results are not shown in the figure.

Table 13. Simulation results of average end-to-end delay in msec with 40 nodes and
maximum node speed 5 m/s

File size, bytes
Protocol
512 1024 2048 4096
AODV 0.32 0.34 0.35 0.22
OLSR 0.27 0.27 0.28 0.28
TORA 31.21 26.54 24.46 31.17
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File size, bytes

Figure 26. Average end-to-end delay versus different file size with 40 nodes and
maximum node speed 5 m/s
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Table 14. Simulation results of average network load in Kbits/s with 40 nodes and
maximum node speed 5 m/s

File size, bytes
512 1024 2048 4096
AODV 6.64 7.43 8.74 10.50
OLSR 34.71 35.36 36.77 39.44
TORA 225.52 | 200.89 | 186.95 | 225.38

Protocol

250
200 \ /
130 —4— AQDY

=g==(0LSR

100 | /==TORA

Average network load ,Kbits/s

50
[ | | | n
0 * ¢ * ¢
512 1024 2048 4096

File size, bytes

Figure 27. Average network load versus different file size with 40 nodes and maximum
node speed 5 m/s
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Table 15. Simulation results of average network load in Kbits/s with 100 nodes and
maximum node speed 5 m/s

File size, bytes
512 1024 2048 4096
AODV 27.31 29.04 30.40 34.58
OLSR 179.87 | 181.31 | 184.20 | 190.79
TORA 386.33 | 386.33 | 386.33 | 386.33

Protocol

450
S
g 400 i > n A
2 350
T Lo, [——AODV
g —B=0LSR
-
= 20 | —=TORA
2
z 200 . = . a
g 150
L]
® 100
g 5
2 . * * —
0
512 1024 2048 4096

File size, bytes

Figure 28. Average network load versus different file size with 100 nodes and maximum
node speed 5 m/s
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Table 16. Simulation results of average throughput in Kbits/s with 40 nodes and

maximum node speed 5 m/s

Protocol File size, bytes
512 1024 2048 4096
AODV 183.25 186.93 189.19 192.89
OLSR 1289.70 | 1291.64 | 1293.59 | 1293.74
TORA 770.38 770.38 770.38 770.38
1400
2 [ | | B |
£ 1200
<
> 1000
a
f:ﬂ 800 & ke " Y
Q
£ 000 re=aopy
¢ 400 =g=0[5R
L == TORA
S 200 + ¢ ¢ ¢
a
0
512 1024 2048 4096

File size, bytes

Figure 29. Average throughput versus different file size with 40 nodes and maximum
node speed 5 m/s
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Table 17. Simulation results of average throughput in Kbits/s with 100 nodes and

maximum node speed 5 m/s
File size, bytes
Protocol 27> 1024 2048 4096
AODV 1603.08 | 1609.12 | 1555.19 | 1576.05
OLSR 17023.76 | 17013.43 | 16997.27 | 17002.14
TORA 766.38 766.38 766.38 766.38
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Figure 30. Average throughput versus different file size with 100 nodes and maximum
node speed 5 m/s

In MANETSs there may be different varying condition problems such as congestion,
hidden terminal and network degradation. These problems become more effective when
the numbers of traffic sources is increased. Hence makes delay become an important

factor determining in the network.

Figures 24, 25 and also Tables 12 and 13 for average end-to-end delay reveal that,
Normally in the AODV; there are not many packets in the buffer that should wait for the

transmission on the route but the loss rate of the packet are increase with the increase of
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file size because they were sent on the old routes and it need more time to send the file
with large size. Thus AODV requires periodic update of information but exhibit
reasonable average end-to-end delay. In this figure due to AODV characteristic (used
hop-by-hop routing mechanism and eliminates the source routing overhead in the
network) when the file size increases the average-end-to-end delay will be decreased.
Resulting show this affect more when the file size become more. OLSR achieves shorter
delays when it is corresponded with AODV since it is a proactive routing protocol where
each node maintains a routing table with possible destinations and the number of hops to
each destination. When a packet arrives at a node; it is either forwarded immediately or

dropped off.

Figures 26, 27 also Tables 14 and 15 presents the average network load for protocols. In
case of topological changes, TORA performs updating path information and route
establishment that increases average network load and decrease throughput in TORA

when compared to other protocols.

Figures 28, 29 also Tables 16 and 17 for average throughput reveal that, among three
proposed existing routing protocols in shown that, OLSR protocol is the most effective
one. In OLSR with the help of MPR there is continues maintaining information and
updating routing, as result reduction of routing overhead. This makes OLSR protocol

independent in the network traffic in receiving more data packets.

AODV is admirable, when the goal is to achieve more throughputs regardless of the

incremental file size. AODV was used hop-by-hop routing mechanism and eliminates
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the source routing overhead in the network. Besides of that, the availability of multiple
route information in AODV makes it easy to produce the higher amount of throughput in

the network.

From Tables 12-17 and Figure 24-29, it is observed that changing the file size is slightly
effect the metrics in OLSR and AODV protocols. Also it is shown that there is almost no

effect in the TORA protocol.

For clarity of second scenario in Figures 29-36 and Tables 18-20, the results of 40 nodes
and 100 nodes were compared with different performance metrics. The differences

between them are illustrated below:
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Table 18. Simulation results of average end-to-end delay in msec with 40 and 100 nodes

and maximum 5 m/s node speed

No of Protocol File size, bytes
nodes 512 1024 2048 4096
AODV 0.32 0.34 0.35 0.22
40 OLSR 0.27 0.27 0.28 0.28
TORA 31.21 26.54 24.46 31.17
AODV 0.85 0.81 0.79 0.56
100 OLSR 0.45 0.45 0.45 0.46
TORA 36144.81 | 36144.81 | 36144.81 | 36144.81
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% 0
512 1024 2048 4096

File size, bytes

Figure 31. Average end-to-end delay versus file size for AODV with maximum 5 m/s
node speed
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Figure 32. Average end-to-end delay versus file size for OLSR with maximum 5 m/s

node speed
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Table 19. Simulation results of average network load in Kbits/s with 40 and 100 nodes
and maximum 5 m/s node speed

No of Protocol File size, bytes
nodes 512 1024 2048 4096
AODV 6.64 7.43 8.74 10.50
40 OLSR 34.71 35.36 36.77 39.44

TORA | 22552 | 200.89 | 186.95 | 225.38
AODV | 2731 | 29.04 | 30.40 | 34.58

100 OLSR | 179.87 | 181.31 | 184.20 | 190.79
TORA | 386.33 | 386.33 | 386.33 | 386.33
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Figure 33. Average network load versus file size for AODV with maximum 5 m/s node
speed
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Figure 34. Average network load versus file size for OLSR with maximum 5 m/s node
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Figure 35. Average network load versus file size for TORA with maximum 5 m/s node
speed
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Table 20. Simulation results of average throughput in Kbits/s with 40 and 100 nodes
with maximum 5 m/s node speed

No of Protocol File size, bytes
nodes 512 1024 2048 4096
AODV 183.25 186.93 189.19 192.89
40 OLSR 1289.70 | 1291.64 | 1293.59 | 1293.74
TORA 486.05 429.11 396.57 481.56
AODV | 1603.08 | 1609.12 | 1555.19 | 1576.05
100 OLSR |17023.76 | 17013.43 | 16997.27 | 17002.14
TORA 770.38 770.38 770.38 770.38
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Figure 36. Average throughput versus file size for AODV with maximum 5 m/s node
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Figure 37. Average throughput versus file size for OLSR with maximum 5 m/s node
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Figure 38. Average throughput versus file size for TORA with maximum 5 m/s

node speed

It should be pointed here when the numbers of nodes changed from 40 to 100 nodes, all

the results are increased.
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4.3.3 Investigation of Different Node Speeds
In this set of simulations, the effect of different node speeds (5 m/s, 30m/s and 50 m/s)
to routing protocols with fix number of nodes (100) was observed. All of the remaining

parameters are the same as the previous scenario.

Table 21. AODV performance results for 100 nodes with different speeds and file sizes

: Speed File size, byte
Performance metrics
(m/s) 512 1024 2048 4096
5 0.85 0.81 0.79 0.56
Average end-to-end delay, ms 30 0.58 0.64 0.78 0.78
50 0.51 0.40 0.39 0.60
5 27.31 29.04 30.40 34.58

Average network load, Kbits/s 30 25.14 28.91 32.21 38.73

50 24.64 26.98 29.91 37.58

5 1603.08 | 1609.12 | 1555.19 | 1576.05

Average network throughput, 30 | 1631.12 | 1699.00 | 1619.32 | 1639.46

Kbits/s
50 1658.37 | 1795.37 | 1804.02 | 1693.97
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Figure 39. Average end-to-end delay versus file size with 100 nodes for AODV
protocol with different node speeds
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Figure 40. Average network load versus file size with 100 nodes for AODV protocol
with different node speeds
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Figure 41. Average throughput versus file size with 100 nodes for AODV protocol with
different node speeds
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Nodes speed is played a high role in determining the performance metrics of routing
protocols. It should be noted that, when the nodes speed increases, more packets are

dropped due to unavailable routes.

Table 21 and Figures 38 and 39 are shown with the incidence of increased rate of
mobility. The performance of AODV is found to be increased as the network topology
stays constant for a low speed network with the lower mobility rate. Even when the
speed increases, AODV is slightly affected. Routing tables are more frequently updated
in response to topology changes in the network that is shown in fewer packet drops and

less performance degradation.

AODV operates the on-demand routing strategy. It is unable to keep the unused routes in
the network. Instead, AODV is always searching about new routes when it needs (on-
demand method) thus it doesn’t save whole routes in the network also unable to preserve
the unused routes in the network. This strategy usually generates less control traffic.
However, overall average end-to-end delay increases in network because files are

waiting in buffer, up to they will be sent by new routes.
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Table 22. OLSR performance results for 100 nodes with different speeds and file sizes

Performance Speed File size, byte
metrics (m/s) 512 1024 2048 4096
5 0.4496 0.4497 0.4508 0.4552
Average end-to- 30 0.4507 0.4517 0.4501 0.4524
end delay, ms
50 0.4533 0.4544 0.4544 0.4566
5 179.87 181.31 184.20 190.79
Average network 30 180.98 183.08 185.46 191.72
load, Kbits/s
50 180.31 181.89 184.46 191.26
5 17023.76 | 17013.43 | 16997.27 | 17002.14
Average network 30 17410.80 | 17473.68 | 17426.61 | 17423.62
throughput, Kbits/s
50 17392.23 | 17383.44 | 17369.93 | 17367.78
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Figure 42. Average end-to-end delay versus file size with 100 nodes for OLSR protocol
with different node speeds

70



194
192
190
188
186
184
182
180
178
176
174
172

——5m/s
—ml=-30m/s
—te—50m/s

Average network load, Kbits/s

512 1024 2048 4096
File size, byte

Figure 43. Average network load versus file size with 100 nodes for OLSR protocol with
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Figure 44. Average throughput versus file size with 100 nodes for OLSR protocol with
different node speeds
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Form Table 22 and Figures 41-43, OLSR protocol to maintain consistent paths, it
updates its routing table frequently. Thus mobility of nodes shows less impact over the
performance of OLSR protocol. OLSR can detect link failure sooner than AODV and
TORA protocols, so fewer packets are dropped when the speed increases. By exchange
of periodical routing updates between nodes even in the absence of data, OLSR shows

the highest average network throughput.

By considering a pervious description OLSR protocol has the lowest end-to-end delay
(due to using low latency of route discovery process, keep whole neighbor tables and
maintaining track of other nodes available through of them, and doesn’t show the failure
link until associated MPR transfer its topology information to other nodes across the
network). As a result, it exhibits the lowest end-to-end delay among the three routing

protocols, the delay even being found almost insensitive to change in speed.
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Table 23. TORA performance results for 100 nodes with different speeds and file sizes

Performance Speed File size, byte
metrics (m/s) 512 1024 2048 4096
5 36144.81 | 36144.81 | 36144.81 | 36144.81
Average end-to- 30 41687.44 | 41687.44 | 41687.44 | 41687.44
end delay, ms
50 39838.19 | 39838.19 | 39838.19 | 39838.19
5 386.33 386.33 386.33 386.33
Average network 30 387.49 387.49 387.49 387.49
load, Kbits/s
50 380.99 380.99 380.99 380.99
5 770.38 770.38 770.38 770.38
Average network 30 762.02 762.02 762.02 762.02
throughput, Kbits/s
50 741.94 741.94 741.94 741.94
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Figure 45. Average end-to-end delay versus file size with 100 nodes for TORA protocol
with different node speeds
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Figure 46. Average network load versus file size with 100 nodes for TORA protocol
with different node speeds
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In the reactive routing protocols network layer heed to drop more packets while the
routing protocol is still computing the route to the destination also there is more
possibility of buffer overflow. Due to these attribute poor performances are shown in the

TORA protocol in the Table 23 and Figures 44-46.

Due to taking longer time to initial route discovery mechanism in TORA performance
might affects in network partition owing to the high mobility. Apart from that, the loss
of distance information due to the link failure in a mobility network also makes TORA

with poor average end-to-end delay in the network.

Corresponding to high mobility and responding to topological changes, TORA follows
an adaptive method which increases the network load and decrease throughputs for

updating the path information.
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4.4 Simulation Results and Discussions

Analysis for every different parameter produces different results. To find the highest
throughput, lowest end-to-end delay and network load between the source and

destination nodes some scenarios were done in the previous part of this thesis.

By considering first scenario tables and figures which were fixed 512 byte file size, 5
m/s maximum speed for each nodes and different number of nodes; TORA has shown
greater end-to-end delay compared to AODV and OLSR. Experimental result also shows
that TORA has lower throughput compared to AODV and OLSR. AODV and OLSR
have lowest average end-to-end delay where as in case of TORA, the average of end-to-
end delay is significantly high. When the number of mobile nodes increases then the
data which is needed to deliver to the specific destination has to pass from many
mobiles, so it increases end-to-end delay in TORA and make it excessive and also when
the number of nodes with high traffic is increased, the cache of routes make the end-to-

end delay gets worse.

In medium traffic environment by notice second scenarios tables and figures which the
file size was changed to 1028, 2048 and 4096 byte OLSR shows better throughput than
AODV and TORA also the lowest end-to-end delay time. Here for AODV to find an
optimal fresh path due to frequent broadcasting of route re-initialization and RRQ
message also because of using destination sequence number for every RRQ, they
increase the efficiency of the link without needing to execute the large routing table

every time.
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In high mobility scenarios in the third part, OLSR also shows better throughput than
AODYV and TORA with different file size and speed. Since OLSR without saving all the
nodes parts maintains one hop and two hop neighbors, it becomes more impressive in
link update process. In addition, OLSR minimizes the traversal of control message by
multipoint relays and decreasing the average end-to-end delay compared to AODV and

TORA.

OLSR is well suited for small and large size network with high mobility. It also
performs better at low node mobility in large network. AODV performs well in medium
sized networks under high traffic load. In respect of average end-to-end delay, average
network load time and average throughput, OLSR has shown better performance than

AODV and TORA.

In TORA with the increasing number of nodes and speed of them, throughput is not
affected; these were due to maintain cluster of nodes in the topology by dividing them

into different node sets.

OLSR exhibited very low end-to-end delay in all scenarios. AODV had an improved
end-to-end delay when network grows but when the speed increases it did not have
obvious effect on end-to-end delay. It can be concluded that MANET could have
dynamic number of nodes connectivity in mobility, in general, when the number of
nodes is higher, AODV and TORA would be avoided. With increase in the number of

nodes and due to mobility, throughput performance of AODV and TORA are minor
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affected. It is important to realize that OLSR has better throughput performance, as it is

shown in all figures, comparing to AODV and TORA.
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Chapter 5

CONCLUSION

This thesis includes two parts, the survey study and the simulation study. From the first
part it is concluded that routing protocols are playing very important role in the
performance of ad hoc networks. Different protocols have different qualities; some of
the protocols perform better than others in one metric in using them in a specific
scenario and worse in the other and the selection of a suitable protocol definitely
increases the performance of the network. The survey study revealed that in mobile ad
hoc networks three categories of routing protocols; proactive, reactive and hybrid ones

are used.

In this study from proactive category Optimized Link State Routing (OLSR), from
reactive category Ad-hoc On-demand Distance Vector (AODV) and Temporary
Ordered Routing Algorithm (TORA) are evaluated using OPNET simulator under the
medium load traffic size in FTP protocol. TORA can work as reactive and proactive

manner but here it is used as reactive protocol.

In this work, a number of simulation experiments are performed by using OPNET
(version 17.1) simulator to determine and evaluate the performance of mobile ad hoc
networks. Random waypoint mobility model is used as pattern of mobility. As

performance metrics average throughput, average network load and average end-to-end
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delay are examined in different number of nodes, file sizes and node speeds. In the first
part of simulation the number of nodes is varied from 20 to 100 with file size 512 bytes
and node speed 5m/s. The file size is changed from 512 bytes to 4096 bytes in the
second scenario with the other fixed attributes of the first scenario; and in the last
scenario the speed was used as 5 m/s, 30 m/s and 50 m/s with the file size varying from

512 bytes to 4096 bytes using 100 nodes in the network.

According to the simulation results and observations a number of conclusions are drawn
as follows. In general, proactive protocols perform better in case of average throughput,
average end-to-end delay and average network load. OLSR seems to be well as it
exhibits lower end-to-end delay and highest throughput. The OLSR delay has very
minor changes when the numbers of nodes increases. On the other hand, between two
reactive protocols, AODV and TORA, AODV seems to be more successful than TORA
in the performance metrics. However, TORA has lower throughput compared to AODV

and OLSR.

The OPNET version 17.1 supports six MANET routing protocols only. It does not
support other protocols for instance LDR and ZRP. So, different protocols from different
classifications could be implemented in OPNET. In addition to this, suggesting for the
future research is to develop a modified version of the selected routing protocols which
could consider different aspects of routing protocols such as rate of higher route
establishment with lesser route breakage and any weakness of the used protocols could

be improvised.
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Appendix A: AODV Source Code

/******3*#3*3*****3*83333*****3*#8#3*******8#3*3*#**

aodv.h - description

Start : Tue Jull 2003
Refrence : (C) 2003 by Luke Klein-Berndt
Email Address : kleinb@nist.gov

3#**********************tt*#:******t*t********t***#/
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#ifndef AODV_H
#define AODV_H

#include <linux/netdevice.h>

#define AODVPORT 654
#define TRUE 1
#define FALSE 0

// Notice Part 10 of AODV draft

// Milliseconds is assuming

#define ACTIVE_ROUTE_TIMEOUT 3000

#define ALLOWED_HELLO_LOSS 2

#define BLACKLIST_TIMEOUT RREQ_RETRIES * NET_TRAVERSAL_TIME
#define DELETE_PERIOD ALLOWED_HELLO_LOSS * HELLO_INTERVAL
#define HELLO_INTERVAL 1000

#define LOCAL_ADD_TTL 2

#define MAX_REPAIR_TTL 0.3 * NET_DIAMETER

#define MY_ROUTE_TIMEOUT  ACTIVE_ROUTE_TIMEOUT

#define NET_DIAMETER 10

#define NODE_TRAVERSAL_TIME, 40

#define NET_TRAVERSAL_TIME 2 * NODE_TRAVERSAL_TIME * NET_DIAMETER
#define NEXT_HOP_WAIT NODE_TRAVERSAL_TIME + 10

#define PATH_DISCOVERY_TIME 2 * NET_TRAVERSAL_TIME
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#define RERR_RATELIMIT 10
#define RING_TRAVERSAL_TIME 2 * NODE_TRAVERSAL_TIME * [ TTJL_VALUE + TIMEOUT_BUFFER)
#define RREQ_RETRIES 2
#define RREQ_RATELIMIT 10

#define TIMEOUT_BUFFER 2
#define TTL_START 2
#define TTL_INCREMENT 2

#define TTL_THRESHOLD 7

#define TTL_VALUE 3

// Message Types

#define RREQ_MESSAGE 1

#define RREP_MESSAGE 2

#define RERR_MESSAGE 3

#define RREP_ACK_MESSAGE 4

/[ Tasks

#define TASK_RREQ 1

#define TASK_RREP 2

#define TASK_RERR 3

#define TASK_RREP_ACK 4

#define TASK_RESEND_RREQ 101
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#define TASK_HELLO 102
#define TASK_NEIGHBOR 103
#define TASK_CLEANUP 104
#define TASK_ROUTE_CLEANUP 105
J/Structures
//Route table
struct_flood_id {

u_int32_tsrc_ip;

u_int32_tdst_ip;

u_int32_tid;

u_int64_t lifetime;

struct _flood_id *next;
%
typedefstruct _flood_id flood_id;
struct_aodv_route {

u_int32_tip;

u_int32_t netmask;

u_int32_tseq;

u_int32_told_seq;

u_int8_t metric;
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u_int32_t next_hop;
u_int32_trreq_id;
u_int64_t lifetime;
struct net_device *dev;
u_int8_t route_valid:1;
u_int8_t route_seq_valid:1;
u_int8_t self_route:1;
struct _aodv_route *next;
struct _aodv_route *prey;
%
typedefstruct _aodv_route aodv_route;
struct_aodv_dev {
struct net_device *dey;
aodv_route *route_entry;
int index;
u_int32_tip;
u_int32_t netmask;
char name[IFNAMSIZ];
struct _aodv_dev *next;

struct socket *sock;
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|
typedefstruct _sodv_dev aodv_dev;
struct_aodv_neigh {
u_int32_tip;
u_int32_tseq;
u_int64_t lifetime;
unsigned char hw_addr[ETH_ALEN];
struct net_device *dev;
aodv_route *route_entry;
int link;
u_int8_tvalid_link;
struct _aodv_neigh *next;
|
typedefstruct _aodv_neigh aodv_neigh;
struct_task {
int type;
u_int32_tid;
u_int64_t time;
u_int32_tdst_ip;

u_int32_tsrc_ip;
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struct net_device *dey;
u_int8_tttl;
u_intl6_tretries;
unsigned char src_hw_addr[ETH_ALEN];
unsigned int data_len;
void *data;
struct _task *next;
struct _task *prev;
%
typedefstruct _task task;
//Route reply message type
typedefstruct {
u_int8_t type;
}rrep_ack;
typedefstruct {
u_int8_t type;
#if defined(__BIG_ENDIAN_BITFIELD)
unsigned int a;1;
unsigned int reservedl:7;

#elif defined(__LITTLE_ENDIAN_BITFIELD)
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unsigned int reservedl:7;
unsigned int a:1;
#else
#error "Please fix <asm/byteorder.h>"
#endif
u_int8_treserved2;
u_int8_t metric;
u_int32_tdst_ip;
u_int32_tdst_seq;
u_int32_tsrc_ip;
u_int32_t lifetime;
jrrep;
//Endian handling based on DSR implemetation by Alex Song 5369677 @student.ug.edu.au
typedefstruct {
u_int8_t type;
#if defined(__BIG_ENDIAN_BITFIELD)
u_int8_tj:1;
u_int8_tr:1;
u_int8_tg:1;

u_int8_td:1;
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u_int8_tu:l;
u_int8_treserved:3;
#elif defined(__LITTLE_ENDIAN_BITFIELD)
u_int8_treserved:3;
u_int8_tu:l;
u_int8_td:1;
u_int8_tg:1;
u_int8_tr:1;
u_int8_tj:1;
#else
#error "Please fix <asm/byteorder h>"
#endif
u_int8_t second_reserved;
u_int8_t metric;
u_int32_trreq_id;
u_int32_tdst_ip;
u_int32_tdst_seq;
u_int32_tsrc_ip;
u_int32_tsrc_seq;

jrreg;
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typedefstruct {
u_int8_t type;
#if defined(__BIG_ENDIAN_BITFIELD)
unsigned int n:1;
unsigned int reserved:15;
#elif defined(__LITTLE_ENDIAN_BITFIELD)
unsigned int reserved:15;
unsigned int n:1;
#else
#error "Please fix <asm/byteorder.h>"
#endif
unsigned int dst_count:8;

trerr;

typedefstruct {
u_int32_tip;
u_int32_tseq;
}aodv_dst;
struct_rerr_route {
u_int32_tip;
u_int32_tseq;
struct _rerr_route *next;
2
typedefstruct _rerr_route rerr_route;

#endif
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Appendix B: Step by Step Configuration of Simulation

In this appendix explanation and providential procedure which are used in the final
thesis is included. There are three classes for the simulations; each division has three

simulations, one for each AODV, OLSR and TORA as protocols of Ad hoc networks.

A: Evaluation Platform:
The evaluation platform was OPNET (Simulator 17.1). The procedures to create a new

project are:

1. Go to start menu, click on the Visual Studio (to open), as shown in Figure 1.
2. Goto OPNET directory, and then run Modeler.Exe, as shown in Figure 2.
3. After reading the agreement of OPNET accept it (Figure 3) so that OPNET

window appears.

}i Windows Messenge B
Bsykybtyr "
Pin to Start
@ Tour Windows XP
Send To

W25 vicrosoft office wd copy

5@ Files and Settings 7 Remove from This List
Wizard R

B 7 &M, m 10:36p0

Figure 1
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¢ Wisual 5tudio 2008 Command Prompt

Setting environment for uwusing Microsoft Uiswal Studio 2008 x86 tools.

C:“Program Files“Microsoft Uisual Studio ?.85UC>cd C:“Program Files\OPNET\i?.i.H.
Nsyshpe_intel_win32vxhin

C:sProgram Files“\QOPHET~17.1.AMsys“pc_intel_win3d2%bin>modeler.exe

Figure 2

ﬂ Restricted Lise Agreement - Please Read @

RESTRICTED LISE AGREEMEMT : This software product is licensed for educational, J
non-commercial use only, You will be subject to criminal and/or Civil

penalties if you use this software product for any commercial purposes

ar in any commercial manner, including, but not limited 1o consulting
engagements and commercially funded research projects, withaut prior
written permission from OPKET.

You are not authorized to sublicense, distribute, sell, or rent access

to this software product, or use this software product as part of a

service bureau, or other program sharing activity.

By accepting use of this software product, you are acknowledging that

you understand and agree o comply with this RESTRICTED USE AGREEMENT.
If any or all of the terms in this RESTRICTED USE AGREEMEMT

are not acceptable to you, you may not use this software product,

[

1DDNDTK-‘«EEEF’T| | ACCEPT |

Figure 3
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ﬁ OPNET Modeler 17.1 -- Educational Version

W Edit License Windows Help

MNew. .. Ctrl+M
Open... Ctrl+0O

YNE Server Web Console...

Delete Projects...
Delete Temporary Files...
Manage Model Files 4

Recent Files 4

Exit

Figure 4
4. To open a new project; single click on file menu and then select new and
click OK in the New window as shown in Figures 4 and 5.

5. Name the project (Figure 6).

*|New B3
| Project j

Figure 5
6. Select create new empty scenario from initial topology windows (Figure 7).
7. Use campus as network scale as in Figure 8 and size of it as shown in Figure
9; 1000 meters to 1000 meters.

8. In the technologies selection just chose MANET as in Figure 10.
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DES i

[n[z.x[.a«[@g[

Figure 6

9. Asin Figure 11, select finish to go to the next step.

+ Startup Wizard: Initial Topology

You) can start with an empty network Initial Topalogy
and create your netwark uging objects

from the object palette or mport diectly  [SEeits :
fram andther data source. Impart Appetwork Paths

Impart from &lcatel-Lucent 5650 CPAM Server
Impoit fromn AppT rarsaction #pert

mpart from WHE Server

mpart fram #ML

| B 1]

¢ Back | [t |

IFi

Figure 7
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ﬂ Startup Wizard: Choose Network Scale

[ndicate the type of netwark, you will be
modeling.

‘ Metwork Scale J

World
Enterprise

Office

Logical
Choose from maps

v Lze metric units

< Back | Mext » | uat ‘

*]|Startup Wizard: Specify Size

Figure 8

Specify the units vau wish to use [miles,
kilameters, etz.) and the extent of your
network.

Size:
* span; |1UDU
Y span; |1UD[|

Units: |Metets ﬂ

¢ Back Mest » Quit

Figure 9
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*| Startup Wizard: Select Technologies

Select the technologies pou will use n
L netwiark,

b odel Family

r_1 1

Include? j

(R 18]

ﬂ Startup Wizard: Review

Load_Balancers Mo

lte_ady Mo

Lucent Mo

Mainframe Ho

MANET 1

MDD ata Mo J

MIPwE_ady Ho

mobile_ip Ho

MPLS Ha

MEC Ha

Mewbridge Ha

Martel Mo j
¢ Back ‘ Mest» | it |

Figure 10

Review the values you have chosen.
Use the Back' buttan to make changes.

|Scale: Campuis

|Sizz 1000 m 2 1000 m

‘Model Family
MANET

J ‘Maplnfo baps (backaground first] J
Mone selected

H H

¢ Back ‘ Firich ‘ b ‘

Figure 11
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10. Click on Open Object Palette Tree; choose Mobility Config and drag it on the
campus network and then choose mant_station (Mobile Node) and drag it on
the campus network. (Figures 12 and 13)

11. Also depending on the scenario manet_station can be selected (Mobile Node)
as explained in part I.

12. Right click on Application Config, ProifleConfig, Mobility Confg and

wlan_wkstn (Mobile Node) respectively to set their name one by one.(Figure

14,15)

] Object Palette Tree: Final thesis-AODY 10 NODES

ﬂ Search by name: |

Drag model or subnet icon into workspace

| Create Custom Model... |

EI--_, &M Drefault
B+ Mode Model:
E Application Config Fixed Mode Application
ﬁ manet_gtway_wlan_ethernet_slipd  Fixed Mode MAMET G:
-~ manet_station Fixed Mode wireless Le
-~ manet_station Mobile Hode  “wireless Lt
e hobility Config Fixed Mode
E Prafile Caonfig Fixed Mode Prafile Can
— Ruaroup Config Fixed Mode Receiver G
E T azk Config Fixed Mode Custaom Ap
ﬁ wilang_rauter Fixed Mode
g3 wlanZ_rouber Mobile Mode
ﬁ wilan_ethernet_router Fixed Mode “wirgless Le Q
ﬁ wilan_ethernet_router I‘v‘!u:ul:uile MHode 'W'?reless Lt Lerepee] Sulbiet
H wilarn_server Fixed Mode Wineless L
H wilan_server Muobile Mode  Wireless Lt Q
-~ B wlan_wkstn Fixed Mode “wireless Le
-~ B wlan_wkstn Mobile Mode  wireless Le Satellite Subret
I':'I-{_ﬂ Wirelezs Domain Models
. B Mohility Dornain Wwireless Damnain Q
B3l McData Mobile Subnet
#-al MIPVE_ady
w20 mobile_ip Q
#-A] MPLS f
4 | » Subnet

Figure 12
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File Edt View Scenarios Topology Traffic Services Protocols DES Windows Help

BEEER e

-

-

5

BE Y

-

[

403,01, 25411 |

Figure 13

Edit Attributes

Unselect

Edit Node Modsl

Edit Documentstion

Edit Attributes (Advanced)

Feature In Showease
Attribite Reports

wiew Node Description
Select Similar Hodes
Edit Sirmilar Modss

Fail This Nade

Edit Aliases

Choose Individual DES Statistics
wiew Results

Open DES Log

Bring To Front
send To Back

] opNET M

Figure 14
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j Enter ¥alue

Figure 15

13. Select all in subnet in edit menu.
14. As shown in Figure 16 when all the nodes are selected, go to the protocol

menu addressing item then select auto-assign IPv4 addresses (Figure 17)

ijjecl: Final thesis Scenario: AODY 10 NODES [Subnet: top.Campus Network]

File Edt Yiew Scenatios Topalogy Traffic Services Protocols DES Windows Help

NERANEE0 A TES A XRELY

® (8

S node §)

s (3 (3
ORORC

Y ;

Il
50153793 B |

+J0bject ... |2 [T [%

Figure 16
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Final thesis Scenario: AODV 10 NODES, [Subnet: top.Campus Network]
DES Windows Help

File Edt Wiew Scenarios Topology Traffic Services N3

Applications
Servers
Mairfranes

ATH
LANE
PN

Frame Relay
oPT
Ethernet
FODI

Fibre Charinel
Taken Ring
WLAN

TP

MANET
uMTs
Wireless LAN
ZigBee

13

Routing
Interfares
Demands
QoS
Mulkicast

Auko-Assign IP Addresses

HATPE 3

Clear [P Addresses. .

Clear [P Addresses of All Interfaces

(Clear IP Addresses of Unattached Physical Interfaces
Clear [P Addresses far Selected Nodes and Interfaces

Configuration Reports ¥

Configure A3 Mumber for Selected Routers, .,
Clear AS Number Specification. .

Madsl User Guide

N\
\l_"j

)

Auto-Assign Router I0s
Clear Router 1Ds on all Routers
Configure Router ID as Loopback Address...

Select Node with a Specified I Address... ChrhShift+T

=

Figure 17
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A Project: Final thesis Scenario: AODY 10 NODES [Subnet: top.Campus Network]

File Edit Vew Scenarios Topology Traffic Services Protocols DES Windows Help

OFHASEEe 20 ¥Wn 1A fBE U

Edit Attributes

Set Name

Unselect

Edit Mode Mode!

Edit Docurentation

Edit Attributes (advanced)

Feature In Showcase
=N\ Attribute Reports
| — ]
Yiew Node Description
Select Similar Nodes
Edit Similar Nodes

- mobile_rode 3|
Fail This hlode:
Define Trajectory

“ “ Edit Trajectory
Zoom ko Trajeckory

Edit Aliases

Choose Individual DES Statistics

iew Results

IE\\? 7 Open DES Log
|—| 2NN
K & ? Bting To Fronk

end ToBack

_mobile_ node_1| =

Agsigned 101P addresses.
& | i opu

Figure 18

15. Select edit attributes as illustrated in Figure 18 when all the nodes are
selected.

16. Choose the proper protocol; as can be seen in Figure 19, OPNET 17.1 has
five routing protocols.

17. Don’t forget to mark the “apply to selected object” check box and then click
OK.

18. Figure 20 shows AODV parameters.
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,;‘\‘“'
| j (mobile_node_8) Attributes

Type:lworkstatmn

‘ Atribute Velue

@ - name mobile_node 9
@ - rajecton HONE

Kf—\» =1 AD-HOC Rauting Parameters

@ AD-HOC Routing Protocal
[# ADDY Parameters
¥ DSA Parameters
[# GRP Parameters
® OL5R Parameters
[# TORAAMER Parameters
[ Applications
/AN #Hiz
@_'» #0R)
. EVPN
[# DHCP
nabie # |P Multicasting

[ Servers
[ Wireless LAN

™ Advanced
)] Eiter [ fpply to selected objects

[ Exactmaich

oK | Lancel |

Figure 19
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* [mobile_node_5) Attributes

Type: | wark station

@

‘ Attribute

AD-HOC Routing Protocal

@ = AODY Parameters

@

ERERERERER DD R PP @@

& Route Discovery Parameters

Route Request Retries

Route Request Rate Limit (plts/.

Gratuitous Route Reply Flag
Destination Only Flag
Aicknowledgement Requied
fictive Route Timeout [seconds|
Helo Interval [seconds)
Llloweed Hello Loss
Met Diameter
Mode Traverzal Time (seconds)
Route Error Rate Limit [pkts/sec)
Timeout Buffer
= TTL Parameters
- TTL Stat
TTL Increment
- TTL Thieshold
- Local Add TTL
Packet [Jueue Size [packets)
Local Repar
fiddressing Mode

@

| Ewact match

Filer | Apply to selected objects

Ok

Walue
ADDY

Disabled
Disabled
Disabled

]

urifarm [1,1.1]

Iririty
Enabled
|Pvd

g

| Advanced

Lancel ‘

Figure 20
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19. Figures 21 and 22 show OLSR parameters.

ﬂ {mobile_node_2) Attributes

= BX

Tvpe: | wark station

| Attribute

@+ name

@ - hajectory

= &0-HOC Routing Parameters
- 40-HOC Routing Protocal
00 Parameters
# D5A Parameters
] EHF' Parameters

W|Il|ngness

- Hello Interval (seconds)

TC Interval [zeconds)
Meighbor Hold Time [zeconds)
Topalogy Hald Time [seconds)

PRI

i Addressing Mode
# TORA/AMEP Parameters
# Applications
H323
CPU
WPN
DHCP

@ |

[~ Ewact match

Duplizate Mezzage Hold Time [sec...

[ Advanced
Eilter [ Apply to selected objects
ok Cahiel |

Yalue -

mobile_node 2
WECTOR

OLSA

Default

Diefault

Default

[...]

Wwilingness Defaul
20

R0

E.0

15.0

30.0

[P —
Diefault

H

Figure 21

Wilingneszs MNewver
YWillingness Low

YWillngneszs Default
Wilingneszs High
YWillingness Always

Figure 22
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20. Figure 23 show TORA parameters and different mode operation of TORA is

illustrated in Figure 24.

ﬂ (mobile_node_2) Attributes |'._| |'E| b__(|
Type: | workstation
| Attribute Walue ﬂ
& hrajectary YECTOR
= AD-HOC Routing Parameters
@ - AD-HOC Routing Protocal TORA
(7 ® ADDY Parameters Default
& D3R Parameters Default
@ GRP Parameters Defaul
@ OL5R Parameters Defaul
= TORAAMEP Parameters [.]
& Router D Auto Azzigned
= TORA Parameters [.)
@ - Mode of Operation
6 OPT Transmit [nterval [seconds] 300
% i |P Packet Discard Timeout (seco... 10
= IMEP Parameters [.) o
@ - Beacon Period (seconds] 20
@ Max Beacon Timer [seconds) 1
@ bax Retries [number of attempts] 3
@ tax IMEP Packet Length (byptes] 1,500
@ - Foute Injection Disabled
tpplications
H3Z3 ﬂ
| Advanced
@ | Eilter v Apply to selected objects
[ Ewact match oK e ‘
Figure 23
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Proactive

Figure 24

B: Configuration of application

In this part, the application will be setup which will spread out in the profile

configuration.

1. Right click on Application Configuration and select edit attributes.(Figure
25)

2. Select number of rows to one.

3. Register the name as an FTP for one of the row.

4. Choose Ftp as description also Low load and click OK. (Figure 26, 27). In

the third scenario different parameter of Ftp will be selected.

5. File size can be changed as shown in Figure 28.

=#|Praject: Final thesis Scenario: AODV 10 NODES [Subnet: top.Campus Network]
File Edit View Scenarios Topology Traffic  Sers

=] oPRET Madeler 17.1 .. =] Project: Final thesis 5.

Figure 25
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ﬂ (App Con) Attributes

Type: | Litiliky
1
| Asttribte il Wity | J
F - name App Con
@ = Application Definitions [...]
i Mumber of Rows 1
= FTP APPLICATION
& - Mame FTP APPLICATION
@ = Dezcriphion [...]
& & Custom aff
& i Database Off
) - Email ff
& - Fp ot |
& - Hitp Off
) - Print ar
& R emaote Login CIff
& Yideo Conferencing Ff
& L Vaice CIff
ROS
{Fr @ Yoice Encoder Schemes All Schemes
[-]
[ Advanced
@ | Eilter [ Apply o selected ohjects
[ Exact match Ok, Cancel |

Figure 26

CIff

Mdlum Load
High Load
Edit...

Figure 27
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—] (Ftp) Table [x]
=

|.-'1'-.ttribute Walue

Cornmand Mix [Gets/Total] B0
Inter-Request Time [zecondsz] exponential [2600]
File Size [bytes) [constant [1024]
Symbolic Server Mame FTF Server

Type of Service Eesgt Effort [0]
RSWPF Parameters Mahe

B ack-End Custom Application Mot Uzed

[]

| QK Cancel |

Figure 28

C: Configuration of Profile
This part will specify the traffic pattern followed by the application as well as the

configured profiles in this object.

1. Right click on Profile Definition and select edit attributes. (Figure 29)

2. Enter one as a number of rows as shown in Figure 30.

3. Enter the profile name.

4. Register the number of rows to one and choose FTP belong to applications
which are selected in last procedure.

5. Set the “start time” offset to constant 100 under FTP and “duration” to End
of profile. (Figure 33)
This attribute has two interpretations based on the value specified for the
"Operation Mode". If the 'Operation Mode" is set to "Simultaneous”, this
offset refers to the offset of the first instance of each application (defined in
the profile), from the start of the profile. If the "Operation Mode" is set to

"Serial (Ordered)" or "Serial (Random)", this offset refers to the time from
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the start of the profile to the start of the first application. It also serves as the
inter-application time between the ends of one application to the start of the
next. If an application does not end ( e.g., duration set to 'End of Profile’),
subsequent applications won't start.

6. As can be seen in Figure 32, OPNET has a different parameter for time; it is
available to use whenever it is needed.

7. Belong to “FTP repeatability” set “inter-repetition time (Seconds)” to “once
at start” (Figure 34, 35).

8. Fix the “start time” to constant O and “duration” to “end of
simulation”.(Figure 36)

9. Leave the rest as default which is shown in Figure 37.

10. Click OK.

—=] {Pro Def) Attributes

T ype: | Utilities
| Attribute “alue J
@ - name Fro Def
@ =1 Profile Configuration [...]
L Mumber of Rows 1
= PROFILE DEFIMITIOMN
F i Profile Mame FROFILE DEFIMITIOM
F = Applications [...]
L Mumber of Rows 1
= FTP APPLICATION
F L Mame FTF APPLICATION
@ Start Tinne Offzet [zeconds] uniform [5.70]
@ Druration [seconds] E rnid of Profile
F = Repeatability [...]
@ Inter-repetition Time [secon... e<ponential [200]
= i Mumber of Repetitions Unlirmited
F L. Repetition Patterm Serial
@ Operation Mode Serial [Ordered]
@ Start Time [seconds] uniform [100.7170]
F Diuration [seconds] End of Simulation
F =1 R epeatability 11...1
@ Inter-repetition Time [seconds] constant [2300]
= i Mumber of Repetitions constant [0]
F L. Repetition Pattern Serial J
[ Adwanced
2 | Eilter [ Apply to =elected objects
[ E=act match ak Cancel |
Figure 29
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+] {Pro Def) Attributes

Type: | Utiities
| Attribute | Walue
@ - Narne Fro Def
@ = Profile Configuration [...]
- Mumber of Fows 1
= PROFILE DEFIMITION
)] - Profile Mame PROFILE DEFIMITION
) = Applications [..]
Mumber of Rows 1
= FTP APPLICATION
& Hame FTP APPLICATION
&) Start Time Offzet [seconds) uniform [5.10]
@ Dhuration [zeconds] Mo Offzet
&) =1 Fiepeatability Nesver
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Figure 30
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Figure 31

ﬂ “Start Time Offset” Specifica... [&

Digtribution name: | congtant j

Mean outcome: ||:|

(1] I Cancel | Help

Figure 32
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ﬂ “Duration” Specification
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Figure 33
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Figure 34
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Figure 36

120
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D: Configuration of mobility
In this part, definition of the mobility pattern that the nodes will follow will be

explained. The “random waypoint mobility model” was selected for the simulations.

1. Select “edit attributes”.

2. Develop “default random waypoint”.

3. Set “speed” for first scenario to constant 5. Notice that for the second and third
scenarios, the “speed” will be 30 and 50.

4. Fix “pause time” to constant 100.

5. “Start time” constant 0.

6. The rest as default. All these steps are illustrated in Figure 38.

7. Select Topology from pull down menu then select Random Mobility to deploy
the “mobility profile”. Set mobility profile as shown in Figure 39.

8. Set “the default random waypoint profile” as shown in Figure 40.
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] Project: Final thesis Scenario: AODY 10 NODES [Subnet: top.Campus Network]

File Edit View Scenarios s
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Figure 39

Figure 40
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E: Collecting the Statistics of simulation
These procedures show methods of collecting global statistics for all the nodes.
1. Click right in the main window then choose ‘“choose individual DES
statistics” as illustrated in Figure 41.
2. Select “global statistics” and choose AODV, TORA IMEP, OLSR, FTP and

wireless LAN (Figure 42).

ﬂijecl: Final thesis Scenario: AODV 10 NODES [Subnet: top.Campus Network]
Fle Edt Yew Scenarios Topology Traffic Services Protocols DES Windows Help

G0 To Parent Subnet
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Zoom In

Zoom Out

Feature Selected Objects In Shawcase ¥
Edit Selected Objects
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Find Top Results

OpenDESLog

LES Arimation For Subnet

untitled - Paint

Figure 41
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ﬂ Choose Results
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Figure 42

Notice that each one of these statistics has sub tail. For collection mode there is also a

modified selection.

F: Duplicate for Scenario

For comparison evaluation and duplicate scenario the following procedures will be used.
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1. Go to Scenarios pull down menu and select Duplicate scenarios as shown in
Figure 43.

2. Type the new name for scenario

3. Select the number of mobile nodes, speed and all things as appropriate and
depending on scenarios like protocols and attribute of them.

4. Save your project.

ﬂ Project: Final thesis Scenario: AODY 10 NODES [Subnet: top.Campus Network] |ZH§"X‘
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Figure 43
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G: Running Simulation

1.

w

ﬂiject: Final thesis Scenario: TORA 120 NODES [Subnet: top.Campus Network]

File Edit Wiew

Eal=1"

i
f

To run the simulations, select Scenarios menu and then Manage Scenarios as
shown in Figure 44.

As shown in Figure 45, select “collect” for all the scenarios.

Select the proper “simulation time” for all scenarios. Here 600 sec was selected.
Click on OK to run the simulations.

During the simulations, as can be seen in Figure 46, it is also possible to select
each of them and see the result while simulation is running as shown in Figure

47.
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' Manage Scenarios @
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Figure 45

ﬂDES Execution Manager: Final thesis
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Figure 46
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*]Simulation Progress: Final thesis (Run #1)
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Figure 47

H: Viewing Results

To see the results, the following procedures must to be done:

1. Select “Des menu” then “Results” and go “Compare Results”.
2. Tick the scenarios which are wanted to compare as the results.
3. Below to Global statistics, select the appropriate statistics as to be

displayed. All the steps are shown in Figure 48.
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Figure 48

I: Manet_station configuration

As described before in Object Palette Tree, there is manet_station (Mobile Node). The
manet_station node model represents a raw packet generator transmitting packets over
IP and Wlan. After dragging it on the campus network and right click on the window to

change the attribute to appear; as shown in Figure 49.
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| (mobile_node_20) Attributes
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Figure 49

Set the Ad-hoc routing protocol as considered.

Set the Manet traffic pattern generation; start time 100, packets inter arrival time
exponential 1 and file size to exponential 1024. Leave the rest as default. (Figure
50)

Notice that Tick apply to selected objects.

Also, depending on the scenario, it has wireless LAN options to change the

parameters. In this scenario, it was selected as default.
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] (mobile_node_20) Attributes

Type: | waork station

| Attribute

#F - name
& trajectory
= A0-HOC Routing Parameters
i AD-HOC Routing Protocal
ADDY Parameters
DSA Parameters
GRP Parameters
OLSR Parameters
TORAAMEP Parameters
WM
DHCF
Reports
P
) B MAMNET Traffic Gerneration Parameters
Murmber of Fows
= 1000
Start Time [seconds)

SISIS LY

¥

Packet Inter-Arival Time [zeconds)
- Packet Size [bits]
Destination |P Address
Stop Time [zeconds]
= wWirelezs LAM
@ - wireless LAN MAC Address

SISISIS]Y

Walue J

mobile_node_20
WECTOR

ADDV

Drefault
Drefault
Drefault
Drefault
Drefault

(]
1

1000

exponential [1]
exponential [1024]
R andaormn

End of Simulation

Auto Azzigned

®| Wwireless LAM Parameters

|[..]

% i Mohility Profile Mame

& | Eilter [vw Apply to selected objects

[ Exact match

Default Bandom W aypoint J

[ Advanced

Q. LCancel |

Figure 50
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