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ABSTRACT 

Ear recognition systems are one of the biometrics-based popular person identification 

systems. The attacks to these biometrics identification systems become inevitable. In 

this context, the emerging ear recognition systems need to counter against spoof 

attacks. Consequently, ear anti-spoofing problem is focused in this thesis. In the 

biometric community, the types of attacks can be listed as; printed photo attack, 

display attack, replay attack, mask attack etc. In this thesis, printed photo attack is 

considered. Firstly, the Image Quality Assessment (IQA) methods are employed to 

find a solution to this problem. Therefore, 21 Full-Reference (FR) and 4 No-Reference 

(NR) IQA measures are implemented to extract features from ear images. In addition 

to this, Convolutional Neural Network (CNN) which is a deep learning method is 

implemented to detect impostor ear samples. Further, texture-based Binarized 

Statistical Image Features (BSIF) method is applied to represent the features of ear 

images. In this context, four different methods are proposed for distinguishing genuine 

ear images from impostor ones. The first one employs Decision-Level-Fusion (DLF) 

technique to combine FR and NR IQA measures. Secondly, three-level fusion of FR 

and NR IQA measures is implemented by using Score-Level-Fusion (SLF) and DLF 

techniques. Additionally, a CNN-based system and 5 IQA measures are combined by 

applying DLF technique as a third method. Finally, BSIF and CNN-based methods are 

fused by using DLF technique. The used databases for experiments are AMI, UBEAR, 

IITD, USTB Set 1, USTB Set 2 and USTB Set 3 which are publicly available. 

However, the spoof database for aforementioned databases is not available. Therefore, 

the spoof database which contains print attack is constructed in this thesis. 
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ÖZ 

Kulak tanıma sistemleri biyometri tabanlı popüler kişi tanıma sistemlerinden biridir. 

Biyometri tabanlı tanıma sistemlerine yapılan saldırılar kaçınılmaz hale gelmiştir. Bu 

bağlamda, ortaya çıkan kulak tanıma sistemlerinin yanıltma saldırılarına karşı 

mücadele etmesi gerekmektedir. Sonuç olarak, kulak yanıltma önleme problemi bu 

tezde ele alınmaktadır. Biyometrik sistemlere karşı saldırı türleri şöyle sıralanabilir: 

fotoğraf baskısı, görüntü saldırısı, tekrar görüntüleme saldırısı, maske saldırısı vb. Bu 

tezde, basılı fotoğraf saldırıları göz önünde bulundurulmuştur. İlk olarak, bu soruna 

bir çözüm bulmak için Görüntü Kalitesi Değerlendirmesi (IQA) yöntemi 

kullanılmıştır. Bu nedenle, kulak görüntülerinden öznitelikleri çıkarmak için 21 Tam 

Referanslı (FR) ve 4 Referanssız (NR) IQA yöntemi uygulanmıştır. Buna ek olarak, 

derin bir öğrenme yöntemi olan Konvolüsyonel Sinir Ağı (CNN), sahtekâr kulak 

örneklerini tespit etmek için uygulanmıştır. Ayrıca, doku bazlı yöntem olan İkili 

İstatistiksel Görüntü Öznitelikleri (BSIF), kulak görüntülerinin özniteliklerini temsil 

etmek için uygulanmıştır. Bu bağlamda, gerçek kulak görüntülerini sahtekâr 

olanlardan ayırmak için dört farklı yöntem önerilmiştir. İlki, FR ve NR IQA 

ölçümlerini birleştirmek için Karar Seviyesi Kaynaşım (DLF) tekniğini kullanır. İkinci 

olarak, FR ve NR IQA yöntemlerinin üç seviyeli kaynaşımı, Skor Seviyesi Kaynaşım 

(SLF) ve DLF teknikleri kullanılarak uygulanmıştır. Ayrıca, üçüncü bir yöntem olarak 

CNN ve 5 IQA yöntemi, DLF tekniği uygulanarak birleştirilmiştir. Son olarak, BSIF 

ve CNN tabanlı yöntemler DLF tekniği kullanılarak birleştirilmiştir. Deneyler için 

kullanılan veritabanları, kamuya açık olan AMI, UBEAR, IITD, USTB Set 1, USTB 

Set 2 ve USTB Set 3'tür. Bununla birlikte, yukarıda belirtilen veritabanları için sahte 
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veritabanı mevcut değildir. Bu nedenle, baskı saldırısı içeren sahte veritabanı bu tezde 

oluşturulmuştur. 

Anahtar Kelimeler: Kulak biyometrisi, Yanıltma saptama, Görüntü kalitesi 

değerlendirmesi, Derin öğrenme, CNN tabanlı yöntem, Doku tabanlı yöntem, BSIF, 

Basılı fotoğraf saldırısı 
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Chapter 1 

1 INTRODUCTION 

In recent years, the identification systems based on biometric traits become inevitable 

for human life. The application of the person identification systems has wide range in 

the area of the biometric community. Consequently, person identification systems 

based on ear biometric trait attract the researchers’ interest. Ear is one of the biometric 

traits that satisfies the requirements which are uniqueness, universality, permanence 

and collectability of recognition systems [1]. Since ear biometric trait has some 

advantages, it is also used in the implementation of recognition systems. Firstly, it has 

distinctive features even in the identical twins [3]. Consequently, it is understood that 

ear is a reliable biometric trait. The second advantage is that it does not require the 

cooperation of a person to be identified. Therefore, it can be used in surveillance or 

tracking applications. Furthermore, its structure is not affected because of the facial 

expressions or age variation. These advantages make the ear biometric trait useful in 

biometric recognition systems in terms of reliability and ease of data collection. Since 

ear biometric trait has the aforementioned advantages, it is a preferred biometric trait 

to be implemented in the person identification systems. Many studies have been done 

so far to propose novel and robust ear recognition systems [1–12]. 

Fooling the identification systems which are based on biometric by using impostor 

biometric trait is called spoofing. In the biometric community, the research area called 

spoof detection on biometric based identification systems is emerged to differentiate 
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genuine biometric trait from the impostor biometric trait [13]. The most common 

attack types are printed photo attack, digital photo attack, replay video attack, mask 

attack and plastic surgery attack [14-16]. Specifically, live ear image, printed photo 

attack of the ear image and digital photo attack of the ear image are demonstrated in 

Figure 1 (a), (b) and (c), respectively.  

 
Figure 1. Type of spoof attacks (a) live ear image (b) printed photo attack (c) digital 

photo attack 

Anti-spoofing techniques which are implemented to detect spoof attacks are divided 

into three categories. The first category includes sensor-level techniques that are 

hardware-based. In that category, specific devices are added to the sensor to measure 

face thermogram, blood pressure, fingerprint sweat, or reflection of eye of the 

biometric trait to decide whether the biometric trait is live or not. The second category 

includes software-based methods. In that category, applications are implemented at 

feature-level of biometric based identification systems. The third category includes 

score-level techniques. These are focused on the study of biometric systems at score-

level in order to propose fusion strategies that increase their resistance against spoofing 

attempts [17]. 

Many anti-spoofing methods have been proposed by the researchers to overcome the 

spoof attacks against biometric recognition systems such as face, iris, fingerprint, 
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palmprint, finger vein, palm vein and voice. Generally, these methods are based on 

deep learning, texture, motion, image quality and liveness [15, 18-25]. 

However, there is no anti-spoofing method implemented for ear recognition systems 

in the biometric community. In this thesis, our aim is to propose a novel anti-spoofing 

method for ear identification systems [26, 27]. In this context, image quality based, 

deep neural network based and texture based methods are employed to find the best 

solution for spoofing problem on ear recognition systems. 

The image quality is one of the factors that shows the differences between the real and 

fake images. The quality of the real image which is acquired from live individual 

differs from impostor image which is acquired from printed photo or digital screen. 

Some distortions such as dots or scratches may occur in the impostor image or color 

level of the image may change. IQA techniques are used to detect spoof attacks in 

recent studies [17, 18]. 

Deep learning is a form of supervised learning. There are multiple levels where 

different feature representations are obtained in each level in deep learning methods. 

The most prominent advantage of deep learning is that a feature representation is 

learned from data naturally by employing a learning method, instead of handcrafted 

learning by engineers. Deep learning is applied successfully in many applications such 

as medical image analysis, human action recognition, autonomous driving, text 

classification, face recognition, spoof detection [28]. CNN is one of the deep learning 

architectures that contains multiple convolutional layers to obtain different feature 

representation from the data. For instance, representation of edges and moles or 
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freckles can be obtained from face image with the first layer and second layer, 

respectively. 

Additionally, BSIF is a feature extraction method which is based on texture of the 

image data. In that method, firstly, a binary code is computed for each pixel and 

histogram of pixels' binary code is used for feature representation of image data [29]. 

In this thesis, four novel methods have been proposed to detect spoof attacks against 

ear identification systems. In the first method, the fusion of various FR and NR IQA 

techniques is employed to detect fake and real ear images presented to biometric 

recognition systems under print attacks. In that method, the fusion is achieved by DLF 

[26]. 

Ear anti-spoofing against print attacks using three-level fusion of IQA measures has 

been proposed as a second method. In that method, the combination of SLF and DLF 

has been employed, unlike the first study [27].  

As a third study, 5 IQA functions and CNN-based deep learning method have been 

fused to propose a novel method for ear anti-spoofing problem. In order to combine 5 

IQA functions, SLF has been employed. Beside, DLF has been applied for the fusion 

of IQA-based and CNN-based methods. 

Lastly, texture-based BSIF method and deep learning based CNN method have been 

exploited to propose a novel anti-spoofing technique for ear identification systems. 

The decision results of these methods have been fused by using the DLF. 
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Many experiments have been conducted for aforementioned methods on six different 

ear image datasets which are publicly available. The datasets are obtained from 4 ear 

databases and are called AMI, UBEAR, IITD, USTB Set 1, USTB Set 2 and USTB 

Set 3 [30-33]. 

This thesis provides significant contributions. The first one is that the usage of IQA 

technique that is applied to release the important features of the ear images. Another 

contribution in this thesis is CNN-based deep learning approach is firstly applied on 

ear anti-spoofing systems. In this context, the fusion of CNN and IQA functions for 

ear anti-spoofing systems is implemented the first time in this thesis. Furthermore, 

texture-based method BSIF is applied for feature extraction from ear images. 

Consequently, BSIF and CNN are combined to propose an efficient ear anti-spoofing 

method. Additionally, FLF, DLF and SLF strategies are presented for the detection of 

spoofing attacks for ear biometrics. Finally, ear anti-spoofing system results are 

demonstrated the first time on four ear databases namely, AMI, UBEAR, IITD and 

USTB in this thesis. 

The rest of this thesis is arranged as follows: the literature review is explained in 

Chapter 2. Feature extraction methods used for ear anti-spoofing are described in 

Chapter 3. The details of the fusion techniques are given in Chapter 4. Chapter 5 

describes the used ear databases. The methodologies and experimental results of 

proposed methods are explained in Chapter 6. Finally, the results are summarized in 

Chapter 7. 
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Chapter 2 

2 LITERATURE REVIEW 

To the best of our knowledge, state-of-the-art anti-spoofing techniques are mostly 

based on image quality, texture, deep representation, motion and liveness [14, 34]. In 

biometrics community, IQA technique is a popular way to counter spoof attacks. The 

images are classified as genuine or impostor image by taking the quality difference 

between them into consideration. In [17], 25 IQA measures where 21 of them are FR 

and 4 of them are NR are computed and used for spoof detection of attacks based on 

iris, face and fingerprint biometric traits. Furthermore, Image Distortion Analysis 

(IDA) is used to counter spoof attacks on face identification systems in [35]. In order 

to construct IDA feature vector for face images, extraction of specific features is 

achieved. Additionally, liveness detection method is proposed in [36] and [37] for 

fingerprint and iris biometric traits. In these studies, IQA technique is applied with 

new parameterization in order to detect the liveness of a fingerprint and an iris. Two 

fingerprint databases (LivDet and ATVS) and one iris database (BioSec) are used in 

[36] and [37], respectively. Next, in [38] another recent study that is based on 

palmprint biometric trait is proposed. In that study, 25 IQA measures, where 21 of 

them are FR and 4 of them are NR, are implemented to extract quality measures. 

Before extracting quality measures, image enhancement is performed by using WLD. 

In the final step, Euclidean distance is used as the distance measure. According to the 

results, the proposed method is error free, less complex and cost effective. Moreover, 

in [39], an anti-spoofing method is proposed for iris, face and palmprint by using IQA 
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techniques. Iris, face and palmprint images are fused in that study to get a single image. 

After this step, IQM functions are applied to extract features from that image. Finally, 

SVM classifier is used to decide whether that image is genuine or impostor. 

Texture-based methods are implemented in the feature extraction step of an anti-

spoofing system. In these type of methods, in order to determine whether the biometric 

test image is real or fake, the comparison of the test image of the biometric trait that is 

acquired by the sensor or captured by a camera and the training image of that biometric 

trait which is enrolled in the database is performed by analyzing their texture patterns. 

In the study [40], M-BSIF extraction method has been applied to describe the textures 

of the iris images for presentation attack detection system. In [41], LBP, CoALBP, 

LPQ, BSIF and SID have been implemented on color images for face spoof detection 

system. In [42], the proposed face spoofing approach is based on learning texture 

features and gradient structures of face images. The LBP and GW are used for 

describing texture features. The HOG is used for local shape description. The SVM is 

employed for classification of obtained representation. Finally, the SLF is 

implemented to decide whether the input image belongs to a live person or not. In 

another texture-based work [43], the ALWGO is used to extract highly discriminant 

features and SRC is implemented for discriminating genuine face images from fake 

ones. In [44], authors proposed a novel method to detect fake face images by using 

LBP to analyze the micro textures of facial images. Furthermore, a new texture-based 

method is proposed in [45] which focused on color face images. In that work, RGB 

face image is converted into HSV and YCbCr color spaces. Texture features are 

extracted by using variations of LBP, namely LPQ, BSIF and SURF. Additionally, in 

[46], the authors studied palmprint spoofing to show vulnerability of biometric 

recognition systems which are based on palmprint and proposed a method for spoof 
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detection. Statistical features are extracted from palm image by using pixel intensities, 

wavelet coefficients and GLCM with a feature selection method and Binary Classifier 

to determine the result which shows either the palm image is real or fake. Another 

study has been implemented by using two feature descriptors that are namely MBSIF-

TOP and MLPQ-TOP to detect spoof attacks against face recognition systems [47]. In 

order to detect fake face images, discriminative subspace is developed by using 

spectral regression based kernel discriminant analysis (SR-KDA). Two feature 

representations which are obtained from MBSIF-TOP and MLPQ-TOP feature 

extractors are combined by using SR-KDA method. Consequently, authors have 

improved the performance of the method by fusing MBSIF-TOP and MLPQ-TOP. 

Beside, BSIF that is texture-based feature extractor method is applied to ensure that 

fingerprint recognition systems are not accessible by attackers [48, 49]. 

In the literature, the combination of IQA and texture-based methods is performed. In 

this context, a new method is proposed in [50] for palmprint liveness detection. In that 

method, BSIF technique is implemented to extract the texture feature and get 

histogram of the image. Eight full-reference image quality measures are implemented 

and the resulting features are combined. The SVM classifier is employed to distinguish 

genuine palmprint and imposter palmprint. The experiment results show the high 

accuracy of the proposed method. Another novel approach is proposed in [18] in order 

to detect spoof attack against face and palmprint identification systems. In that study, 

LBP, DOG and HOG are used for feature extraction of an image. Next, PCA and LDA 

are applied for reduction of the dimensionality of an extracted feature vector. In 

addition to this, 7 full-reference IQM functions are applied to measure the quality of 

an image. 
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On the other hand, many spoofing studies have been performed to exploit the 

advantages of CNN [51-54]. In [51], the first texture features of face images are 

learned by CNN. Secondly, the depth information of face images is represented by 

extracting features with LBP. In the classification module of the aforementioned 

approaches, SVM classifier is employed to classify face images (real/fake). The fusion 

of these approaches constitute a robust face anti-spoofing method. Furthermore, 

authors in [52] proposed effective method by employing data-randomization approach 

in the training part of CNN for face anti-spoofing. In [53], another face anti-spoofing 

method is proposed which develops 3D CNN architecture to learn distinct information 

from spatial and temporal dimensions by designing data augmentation method. In 

order to enhance the performance of the model, they utilized generalization 

regularization by minimizing the MMD distance among completely different domains. 

Moreover, CNN model in [54] is proposed for fingerprint anti-spoofing. In this model, 

a new layer named as ISE is located before full connected layer to overcome the 

constraint of traditional CNN which needs fixed size images. Further, in [55], the 

authors have compared their two studies. The first study is based on handcrafted 

features that are classified by SVM. The second study is based on learned features 

using CNN. Consequently, CNN-based approach performed better results compared 

to the first study. Additionally, authors have proposed finger vein presentation attack 

detection algorithm which is based on deep CNN in [56]. Moreover, in [57], authors 

have proposed a speech spoof detection method based on deep NN on the dataset of 

BTAS2016 and overcome other methods. In the literature, a novel method that 

employs CNN for multiple channels that are color, depth, infrared and thermal of face 

images to detect spoof attacks is proposed. The proposed multi-channel CNN (MC-

CNN) has been applied on their self-created face spoof database. In order to compare 

their method, they have implemented baseline methods on their database. As a result, 
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their method outperforms baseline methods [58]. Afterwards, a novel method which 

employs AOS to detect edges from a face image and specialized CNN architecture to 

extract features from diffused input images is proposed to resist spoof attacks [59]. 

Additionally, there is a method which is developed to detect liveness of a fingerprint 

biometric trait. In that method, deep learning based DBN is employed to learn 

distinctive features from real or fake fingerprint images. They placed the RBM at each 

layer in DBN [60]. Next, authors have proposed a spoof detector for fingerprint 

identification systems. In that proposition, MobileNet-v1 CNN model which is fed 

with features that are obtained from centered and aligned local patches of minutiae 

points of fingerprint images is employed. Authors have contributions for improvement 

of the performance of fingerprint anti-spoofing systems [61].  On the other hand, CNN-

based method is applied for finger vein based presentation attack detection algorithms. 

In the study [62], the authors have designed FPNet which is based on CNN model to 

detect fake finger vein images. The FPNet is conducted on publicly available databases 

to show its effectiveness. Additionally, features are extracted by employing CNN from 

both local, global and entire iris region images. The obtained feature representation 

vectors are fused by applying FLF and SLF. Next, instead of fully-connected layer of 

CNN architecture, SVM is employed for classification part [63]. 

Besides, texture-based method and CNN-based method are combined for anti-

spoofing techniques. In this context, BSIF and CNN-based methods are combined to 

find robust solution to iris presentation attack detection problem [64]. In that study, 

different representations are obtained by employing BSIF and these representations 

are fed to CNN model to obtain multiple classifier results. In order to find the most 

important and the most prominent viewpoints, meta-analysis algorithm is applied. 

Finally, Random Forest fusion is used to have a final decision. In the next study, MLBP 
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and CNN methods are employed to obtain different features from face images and 

resulted with two feature vectors. Further, these vectors are combined to obtain hybrid 

features. Finally, the SVM is employed by using hybrid features for classification of 

face images as real or fake [65]. Moreover, a face anti-spoofing method that uses deep 

CNN model where LBP method is integrated into its first layer is proposed in [66]. 

Their proposed method LBPnet is evaluated by conducting experiments on NUAA 

database. As a result, their proposed method outperforms state-of-the-art methods. 

Additionally, CNN-based methods are combined with IQA-based methods to detect 

spoof attacks in the literature. Consequently, the authors in [67] proposed a face anti-

spoofing method which is based on fusion of image quality and motion cues with the 

approach of CNN. Scientists state that the use of motion of the user, such as head 

movement, lips movement, eye blinking and expression changes, has contribution in 

the solution of an anti-spoofing problem. In that approach, motion of a person is 

tracked to detect fraudulent attempts to the identification system. In the study [68], a 

novel countermeasure method has been proposed to detect spoof attacks to a face 

recognition system. In that method, CLNF algorithm is applied for face tracking in the 

low-level of the proposed method. Further, Fisher vectors are used to describe the 

motions in the mid-level of the proposed method. According to that study, motion-

based methods can be used as an extra countermeasure in anti-spoofing systems.  

Besides, liveness detection is another way to cope up with the problem of spoofing. In 

order to detect liveness of the biometric trait, hardware-based and software-based 

techniques are implemented in the literature. Hardware-based techniques can be 

implemented in the sensor-level of an anti-spoofing system to measure the sweat of 

the fingerprint, facial thermogram, blood pressure or reflection of eye by integrating 
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extra sensing devices. On the other hand, in the study [69], a liveness detection 

algorithm has been implemented by using LBP for print attack of iris images on mobile 

devices. Further, in the study [70], eye blinking and lip movement have been 

considered to detect liveness of the facial images by implementing morphological 

operations. 
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Chapter 3 

3 FEATURE EXTRACTION METHODS USED FOR EAR 

ANTI-SPOOFING 

In this thesis, IQA-based, CNN-based and texture-based methods have been employed 

for feature extraction from ear images. In this chapter, the aforementioned methods are 

explained in details. 

3.1 Image Quality Assessment 

IQA plays an important key role to detect the distortions on the image. Since the IQA 

measures are sensitive to some kinds of image distortions, they are used to measure 

the quality of an image for steganalysis [71]. In addition to this, IQA measures are 

implemented for extracting significant features from varied biometric traits to be used 

in spoof detection algorithms [17, 18]. As a summary, IQA measures are able to 

measure the quality difference between genuine and impostor images in terms of blur, 

noise, contrast, change of illumination, sharpness or any other distortions. 

IQA measures are classified into two groups as FR and NR. FR measures are applied 

when there are two images to be compared. In this group, there is a reference image 

which is assumed as original image. Reference image is compared with the distorted 

image to analyze the differences between them by using FR functions. On the other 

hand, NR functions are used to measure the quality of a reference image without 

comparison [17]. 
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In this thesis, 21 FR and 4 NR IQA measures are implemented for extracting features 

of ear biometric images to develop an efficient anti-spoofing method for ear 

recognition systems. In the next section, the details of FR and NR IQA measures are 

explained in which a summary of these measures is demonstrated in Figure 2. 

 
Figure 2. Classification of 25 image quality measures [17]. 

3.1.1 Full-Reference Measures 

FR measures are collected in three different titles. Firstly, error sensitivity measures 

are used to measure the error between the reference image and distorted image. These 

measures can be introduced in five categories. The first category contains pixel 

difference measures which are listed as Mean Squared Error (MSE) [72], Peak Signal 

to Noise Ratio (PSNR) [73], Signal to Noise Ratio (SNR) [74], Structural Content (SC) 

[75], Maximum Difference (MD) [75], Average Difference (AD) [75], Normalized 

Absolute Error (NAE) [75], R-Averaged Maximum Difference (RAMD) [72] and 

Laplacian Mean Squared Error (LMSE) [75].  The formulas of aforementioned 

measures are given below. 

Mean Squared Error is given as: 

                             MSE(I, Î) =  
𝟏

𝑵𝑴
 ∑ ∑ (𝑰𝒊,𝒋 − Î𝒊,𝒋)𝟐𝑴

𝒋=𝟏
𝑵
𝒊=𝟏                                          (1) 
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where I and Î represent original (real) and distorted (fake) images, respectively. The 

size of the image is represented by NM. 

Peak Signal to Noise Ratio is calculated as: 

                                  PSNR(I, Î) = 10 log (
max(𝐼2)

MSE(I,Î)
)                                                         (2) 

Signal to Noise Ratio is computed as follows: 

                               SNR(I, Î) = 10 log
∑ ∑ (𝑰𝒊,𝒋)2𝑀

𝑗=1
𝑁
𝑖=1

𝑁.𝑀.MSE(I,Î)
                                                         (3) 

Structural Content is calculated as follows: 

                                   SC(I, Î) =  
∑ ∑ (𝑰𝒊,𝒋)2𝑀

𝑗=1
𝑁
𝑖=1

∑ ∑ (Î𝒊,𝒋)2𝑀
𝑗=1

𝑁
𝑖=1

                                                                     (4) 

Maximum Difference formula is given below: 

                                    MD(I, Î) = max |𝑰𝒊,𝒋 − Î𝒊,𝒋|                                                                (5) 

Average Difference is calculated as follows: 

                              AD(I, Î) =  
1

𝑁𝑀
 ∑ ∑ (𝐼𝑖,𝑗 − Î𝑖,𝑗)                                                 𝑀

𝑗=1
𝑁
𝑖=1   (6)                                                  

Normalized Absolute Error is given as follows: 

                     NAE(I, Î) =  
∑ ∑ |𝑰𝒊,𝒋−Î𝒊,𝒋|𝑀

𝑗=1
𝑁
𝑖=1

∑ ∑ |𝐼𝑖,𝑗|𝑀
𝑗=1

𝑁
𝑖=1

                                                                           (7) 

R-averaged Maximum Difference is computed as follows: 

                     RAMD(I, Î, R) =  
1

𝑅
 ∑ 𝑚𝑎𝑥𝑟

𝑅
𝑟=1  |𝑰𝒊,𝒋 − Î𝒊,𝒋|                                             (8) 

where R=10 and R-highest pixel difference between two images is calculated. 

Laplacian Mean Squared Error is calculated as follows: 

                  LMSE(I, Î) =  
∑ ∑ (ℎ(𝑰𝒊,𝒋)−ℎ(Î𝒊,𝒋))

2
𝑀−1
𝑗=2

𝑁−1
𝑖=1

∑ ∑ (ℎ(𝑰𝒊,𝒋))
2

𝑀−1
𝑗=2

𝑁−1
𝑖=1

                                                             (9)       

where ℎ(𝑰𝒊,𝒋) [17] is computed as follows: 
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       ℎ(𝑰𝒊,𝒋) =  𝐼𝑖+1,𝑗 +  𝐼𝑖−1,𝑗 +  𝐼𝑖,𝑗+1 + 𝐼𝑖,𝑗−1 − 4 ∗ 𝐼𝑖,𝑗                                                     (10) 

The second category is named as correlation-based measures and includes Normalized 

Cross-Correlation (NXC) [75], Mean Angle Similarity (MAS) [72] and Mean Angle 

Magnitude Similarity (MAMS) [72]. The third category is edge-based measures which 

include Total Edge Difference (TED) [76] and Total Corner Difference (TCD) [76]. 

Next category is spectral distance measures and includes Spectral Magnitude Error 

(SME) [78] and Spectral Phase Error (SPE) [78]. Finally, the last category is gradient-

based measures which include Gradient Magnitude Error (GME) [79] and Gradient 

Phase Error (GPE) [79]. 

Normalized Cross-Correlation formula is given below: 

                                NXC(I, Î) =  
∑ ∑ (𝑰𝒊,𝒋 . Î𝒊,𝒋)𝑴

𝒋=𝟏
𝑵
𝒊=𝟏

∑ ∑ (𝐼𝑖,𝑗)2𝑀
𝑗=1

𝑁
𝑖=1

                                                                 (11) 

Mean Angle Similarity is computed as follows: 

                           MAS(I, Î) = 1 −  
1

𝑁𝑀
 ∑ ∑ (𝛼𝑖,𝑗)                                                    𝑀

𝑗=1
𝑁
𝑖=1 (12) 

where 𝛼𝑖,𝑗 [17] represents angle between two vectors and is computed as follows: 

                               𝛼𝑖,𝑗 =  
2

𝜋
 cos−1 〈𝑰𝒊,𝒋 , Î𝒊,𝒋〉

‖𝑰𝒊,𝒋‖ .‖ Î𝒊,𝒋‖
                                                                      (13)                                                                         

where 〈𝑰𝒊,𝒋 ,  Î𝒊,𝒋〉 represents the scalar product of two images and length of  

𝑰𝒊,𝒋 and  Î𝒊,𝒋 are represented by ‖𝑰𝒊,𝒋‖ and ‖ Î𝒊,𝒋‖. 

Mean Angle Magnitude Similarity formula is given below: 

                    MAMS(I, Î) =  
1

𝑁𝑀
 ∑ ∑ (1 − [1 − 𝛼𝑖,𝑗] [1 −  

‖𝑰𝒊,𝒋− Î𝒊,𝒋‖

255
])          𝑀

𝐽=1
𝑁
𝑖=1     (14) 

Total Edge Difference is computed as follows: 

                      TED(I, Î) =  
1

𝑁𝑀
 ∑ ∑ |𝑰𝑬𝑖,𝑗

−  Î𝑬𝑖,𝑗
|                                                 𝑀

𝐽=1
𝑁
𝑖=1  (15) 
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where 𝐼𝐸 and Î𝐸  represent the binary edge maps of original image and distorted image, 

respectively. These edge maps are obtained by Sobel operator [17].  

Total Corner Difference formula is given below:  

                           TCD(I, Î) =
|𝑵𝑐𝑟−𝑵̂𝑐𝑟|

𝑚𝑎𝑥(𝑵𝑐𝑟,𝑵̂𝑐𝑟)
                                                                                (16) 

where 𝑁𝑐𝑟 and 𝑁̂𝑐𝑟 represent the number of obtained corners in the original and 

distorted images, respectively [17, 77]. 

Spectral Magnitude Error is calculated as follows: 

                         SME(I, Î) =  
1

𝑁𝑀
 ∑ ∑ (|𝐹𝑖,𝑗| − |𝐹̂𝑖,𝑗|)

2
                                         𝑀

𝑗=1
𝑁
𝑖=1 (17) 

where 𝐹𝑖,𝑗 and 𝐹̂𝑖,𝑗 represent the Fourier transforms of original and distorted images, 

respectively [17]. 

Structural Phase Error is computed as follows: 

                       SPE(I, Î) =  
1

𝑁𝑀
 ∑ ∑ |arg(𝐹𝑖,𝑗) − arg(𝐹̂𝑖,𝑗)|

2
                              𝑀

𝑗=1
𝑁
𝑖=1 (18) 

where arg (𝐹) represents the phase of the Fourier transform [17]. 

Gradient Magnitude Error formula is described as follows: 

                       GME(I, Î) =  
1

𝑁𝑀
 ∑ ∑ (|𝐺𝑖,𝑗| − |𝐺̂𝑖,𝑗|)

2
                                         𝑀

𝑗=1
𝑁
𝑖=1 (19) 

where 𝐺𝑖,𝑗 and 𝐺̂𝑖,𝑗 represent gradient maps of original and distorted images and 

calculated as follows: 

                                                   G =  𝐺𝑥 + 𝑖𝐺𝑦                                                                   (20) 

where 𝐺𝑥 and 𝐺𝑦 represent gradients in the x and y directions. 

Gradient Phase Error formula is described as follows: 
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          GPE(I, Î) =  
1

𝑁𝑀
 ∑ ∑ |arg(𝐺𝑖,𝑗) − arg(𝐺̂𝑖,𝑗)|

2
                                         𝑀

𝑗=1
𝑁
𝑖=1 (21) 

On the other hand, the second group of FR measures is structural similarity measures 

which consider image degradations as perceived changes in structural information 

variation. It is named as Structural Similarity Index Measure (SSIM) [80]. The formula 

for SSIM is given below: 

                             SSIM(I, Î) =  
(2𝜇𝐼𝜇𝐼̂+𝐶1)(2𝜎𝐼𝐼̂+𝐶2)

(𝜇𝐼
2+𝜇

Î
2+𝐶1)(𝜎𝐼

2+𝜎
Î
2+𝐶2)

                                                  (22) 

where 𝜇𝐼 and 𝜇𝐼 represent the average of the original image (I) and the distorted image 

Î, respectively. The variance of I and Î are represented by 𝜎𝐼
2 and 𝜎Î

2, respectively. 

Also, 𝜎𝐼𝐼 represents the covariance of I and Î. Lastly, 𝐶1 and 𝐶2 are constants. 

The last group for FR measures is information theoretic measures. Since the image 

information between real and impostor image differs, information theoretic measures 

are developed. These measures are Visual Information Fidelity (VIF) [81] and 

Reduced Reference Entropic Difference (RRED) [82]. The details for VIF and RRED 

are described in [81, 82]. 

3.1.2 No-Reference Measures 

On the other hand, no-reference (NR) measures are divided into three categories. In 

the first category, quality of an image is measured according to its specific distortions. 

JPEQ Quality Index (JQI) [83] and High-Low Frequency Index (HLFI) [84] measures 

are used for this purpose. The JQI is used to measure the quality of the image in the 

compression algorithms like JPEG. The HLFI is used to find the sharpness of the 

image and it is computed as follows: 
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                          HLFI(I) =  
∑ ∑ |𝐹𝑖,𝑗|− ∑ ∑ |𝐹𝑖,𝑗|𝑀

𝑗=𝑗ℎ+1
𝑁
𝑖=𝑖ℎ+1

𝑗𝑙
𝑗=1

𝑖𝑙
𝑖=1

∑ ∑ |𝐹𝑖,𝑗|𝑀
𝑗=1

𝑁
𝑖=1

                                      (23) 

where 𝑖𝑙, 𝑖ℎ, 𝑗𝑙 and 𝑗ℎ represent thresholds for the lower and upper frequencies of the 

Fourier transform of the image. In this thesis, thresholds are 𝑖𝑙 = 𝑖ℎ = 0.15𝑁 𝑗𝑙 = 𝑗ℎ =

0.15𝑀 [17]. 

The second category is based on training approaches. In this category, different kinds 

of distortions are analyzed to have a general quality score. Blind Image Quality Index 

(BIQI) [85] is applied within this category. The formula of BIQI is given in [23] as 

follows: 

                   𝐵𝐼𝑄𝐼 (𝐼) =  ∑ 𝑝𝑖 . 𝑞𝑖
5
𝑖=1                                                               (24)                                                        

where 𝑝𝑖 denotes probability of specific distortion in the image. In [85], it is stated that 

there are set of distortions namely JPEG, JPEG2000, Fast Fading, Gaussian Blur and 

White Noise. Further, 𝑞𝑖 denotes the obtained quality scores for each of the distortion. 

The last category is based on natural scene statistics. Some statistical properties which 

alter in the distorted image are available on natural scenes. While measuring the quality 

of an image with this approach, Natural Image Quality Evaluator (NIQE) [86] is used 

for the measurement. The details of NIQE is available in [86]. 

3.2 Convolutional Neural Networks 

Generally, Neural Networks (NN) consist of neurons that are placed in the input layer, 

output layer and hidden layers. These neurons are connected in a specific way in order 

to communicate with each other. Each neuron in the network has a specific weight. 

Input neurons take the signal from the environment and combine it with its weight. 

Afterwards, the computation result is transmitted to the subsequent layer’s neurons. 

Finally, output layer's neurons convey the computation result to the environment [28]. 
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The CNN is a widely used supervised deep learning model which was developed by 

[87]. The first component of this model consists of convolutional layers. In order to 

extract feature representation of an input image, convolutional operation is applied by 

using convolution filters in that layer. The input image is searched to detect different 

visual elements by convolving it with learned multiple filters such as vertical filter, 

horizontal filter or diagonal filter where each filter extracts different features. The 

convolved results are called as feature maps. The number of obtained feature maps is 

equal to the number of convolutional filters used. In order to transmit computed output 

values of neurons of current layer to the next layer, non-linear function is needed to 

detect non-linear features. 

The most commonly used non-linear function in CNN architectures is ReLU because 

it works better in terms of speed. ReLU puts zero instead of negative values which 

represent black. Implementing the first convolutional layer provides to obtain low-

level features such as edges, color, texture, gradient orientation, etc. of an image. 

Additionally, if more convolutional layers are added into implementation, high-level 

features will be obtained as well. This approach will led network to learn the input 

image deeper. Consequently, we can say that using multiple convolutional layers is 

advantageous. 

The next component of a CNN model is called pooling layer which aims to reduce the 

computation of data and select important features. The function of this layer is 

subsampling the output feature representation of convolutional layer for dimension 

reduction of the feature map. One of the most commonly used pooling layers is Max 

pooling which selects maximum value from subdivided feature map. Afterwards, 

obtained features are flattened to construct one dimensional feature vector and this 
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feature vector is fed to fully-connected layers. The principle of fully-connected layer 

is like traditional NN model. It consists of input layer, output layer and hidden layers. 

In a fully-connected layer, each neuron of current layer is connected to all neurons of 

the next layer. In this context, the obtained feature vector will be received by neurons 

of input layer and pass through all hidden layers.  Finally, the output of the last hidden 

layer will be the input to output layer to be classified as a specific class. In the output 

layer, Softmax classifier is applied for the classification of an image. 

The pattern of input image is learned by the convolutional network and the 

classification provides the output. In that network, every iteration of training is 

achieved by applying backpropagation algorithm. In order to obtain the best 

classification rate, the network model will be trained over a number of epochs [88]. In 

the CNN model, memorizing training data problem which is also known as overfitting 

occurs in the case of small number of image data. This problem can be prevented by 

using regularization techniques where Dropout is one of these techniques. The working 

principle of Dropout is that some neurons are dropped in every iteration of NN model. 

Therefore, the network is not dependent to specific neurons [89]. Moreover, in order 

to optimize CNN model, some techniques are available. One of these techniques is 

Batch Normalization (BN) that is applied to normalize the inputs of each layer to 

overcome internal covariant shift problem [90]. 

3.3 Binarized Statistical Image Features 

Binarized Statistical Image Features is a texture-based method for local image 

description. This method is a variant of LBP and LPQ approaches. The methodology 

of this approach is to compute a binary code string for each pixel of an input image by 

using a learnt filter which is obtained by applying ICA to natural image patches. The 
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linear filter is applied to the image patch that has same size with the filter. The filter 

response 𝑆𝑖 is obtained for each pixel as described in the following formula: 

                                                𝑆𝑖 =  ∑ 𝑊𝑖(𝑢, 𝑣) ∗ 𝑋(𝑢, 𝑣)𝑢,𝑣                                   (25)                                                   

where 𝑊(𝑢, 𝑣) and 𝑋(𝑢, 𝑣) represent the linear filter and the image patch, 

respectively. If the obtained 𝑆𝑖 > 0, the binary code for that pixel 𝑏𝑖 is determined as 1 

and 0 otherwise. The contribution of BSIF is to use the statistics of natural image 

patches to obtain good representation of features [91]. BSIF algorithm is implemented 

for the applications of identification of a person based on biometric trait and spoof 

detection systems [47, 92, 93]. 
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Chapter 4 

4 FUSION TECHNIQUES 

In order to combine multiple information like features extracted from a biometric trait 

or scores obtained from multiple matchers or decisions made by multiple decision 

modules, information fusion techniques are used in the biometrics community. The 

most commonly used fusion levels are listed as follows: Feature-Level Fusion (FLF), 

Score-Level Fusion (SLF) and Decision-Level Fusion (DLF) [94]. 

4.1 Feature-Level Fusion 

The Feature-Level Fusion techniques can be accomplished for several scenarios. One 

of these scenarios is that the same feature extraction algorithm is applied to obtain 

feature vector sets of multiple samples of the same biometric trait. In this case, features 

which are extracted from each sample of a biometric trait need to be concatenated to 

obtain the common feature vector. The second scenario is that the feature vector sets 

are obtained by applying multiple feature extraction algorithms or multiple samples of 

different biometric traits. Before fusion stage, feature normalization is applied to 

transform the extracted features into a common domain. In both scenarios, obtained 

multiple feature vector sets need to be concatenated to obtain a common feature vector 

set by implementing feature-level fusion techniques. In this thesis, totally 25 IQA 

measures are implemented for extracting the features of each ear image. Thus, the 

second aforementioned scenario is applicable for our study. The FLF method is 

implemented to combine multiple features that are obtained by using 25 IQA measures 

in our experiments. 
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4.2 Decision-Level Fusion 

In the decision module of a multimodal biometric recognition system, more than one 

decision may occur. The DLF is implemented to make a final decision among multiple 

results. In the literature, some of the DLF methods are AND rule, OR rule and majority 

voting. The AND rule can be described as follows: at least one impostor result leads 

the final result to be in the impostor class. On the other hand, the OR rule can be 

described as follows: at least one genuine result leads the final result to be in the 

genuine class. In the majority voting method, the final result is obtained (genuine or 

impostor) according to the majority of the matchers’ decisions [95]. 

4.3 Score-Level Fusion 

In order to have efficient multimodal biometric recognition system, more than one 

matcher can be implemented in the matching module of the system. Computed scores 

of these matchers must be combined to obtain the common score. Before fusion 

process, score normalization is applied for transformation of computed scores of 

distinct matchers into a mutual space. Some of the score normalization techniques are 

min-max, tanh and z-score. Score-level fusion method is the most powerful fusion 

method in many applications [2, 3, 18].  
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Chapter 5 

5 EAR DATABASES 

In this thesis, the experimental studies have been conducted on 6 different ear datasets. 

The name of these datasets are AMI, UBEAR, IITD, USTB Set 1, USTB Set 2 and 

USTB Set3. 

AMI database which contains 700 ear images that are taken from left and right side of 

100 different subjects was created by Esther Gonzalez [30]. All ear images are taken 

under the same illumination conditions. The dimension of the original ear images is 

492x702 pixels. 

UBEAR database was created by Soft Computing and Image Analysis group in 2011 

[31]. There are 4430 ear images that are taken from left and right side of 126 different 

subjects under different light conditions. The dimension of the ear images is 1280x960 

pixels. 

The IITD database was constructed in IIT Delhi campus [32]. There are right ear of 

221 subjects with the size of 272x204 in the IITD dataset that is used for the 

experiments.  

The USTB Set 1 database is constructed in 2002 and it contains right ear of 60 subjects 

with the resolution of 80x150.  The USTB set 2 database that contains 77 subjects with 
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the resolution of 300x400 is constructed in 2003. The USTB set 3 dataset that contains 

79 subjects with the resolution of 768x576 is constructed in 2004 [33]. 

In this thesis, in order to construct datasets for experimental studies, 200 ear images 

have been selected from AMI and UBEAR databases. Additionally, 124, 60, 76 and 

78 ear images have been selected from IITD, USTB Set 1, USTB Set 2 and USTB Set 

3, respectively. 

Moreover, there is no spoof ear database in the biometric community. Consequently, 

ear spoof databases have been created for 6 datasets. In order to construct spoof 

databases, each ear image is printed by using Olivetti d-colour mf223 printer. In this 

thesis, the original selected ear images are cropped, resized to 256x256 dimension and 

stored as real images for all databases. Beside of this, in order to construct spoof 

database for all databases, each ear image is printed by using Olivetti d-colour mf223 

printer which has 1800x600 resolution. Next, the picture of printed ear images are 

taken from 30 cm distance by using IPhone 6S camera which is equipped with 12 

megapixel. The captured ear images are cropped to get rid of the appearance of A4 

paper by using Paint 3D and resized to 256x256. Their size was 1240x1780 before 

image alignment operation. Consequently, spoof databases are created for all of the 

databases separately. This type of spoof attack is called a printed photo attack. As a 

result, real ear images and corresponding fake ear images are stored for each 

aforementioned database. Samples of real and fake ear images of AMI and UBEAR 

databases are demonstrated in Figure 3. 



27 

 

 
Figure 3. Real (first row) and fake (second row) samples from AMI (first two 

columns) and UBEAR (last two columns) databases 

Additionally, samples of real and fake ear images of IITD database are demonstrated 

in Figure 4. 

 
Figure 4. Real (first row) and fake (second row) samples from IITD database 

Further, samples of real and fake ear images of IITD, USTB Set 1, USTB Set 2 and 

USTB Set 3 datasets are demonstrated in Figure 5. 

 
Figure 5. Real (first row) and fake (second row) samples from USTB Set 1 (first 

column) USTB Set 2 (second column) and USTB Set 3 (third column) databases 
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Chapter 6 

PROPOSED METHODS FOR EAR ANTI-SPOOFING 

In this thesis, ear anti-spoofing problem is studied to propose an efficient and robust 

method. In this context, different types of methods have been applied on various ear 

databases. Further, IQA and BSIF methods are implemented in MATLAB R2015b and 

CNN is implemented in Python. Additionally, IQA and BSIF methods are 

implemented on 2.20 GHz Intel (R) Pentium (R) CPU B960 machine with 4 GB RAM. 

Additionally, CNN is implemented on 2.00 GHz Intel (R) Xeon (R) E5-2660 v4 with 

machine 23 GB RAM. Results of the conducted experiments are presented as False 

Fake Rate (FFR) and False Genuine Rate (FGR) that represent the number of genuine 

images that are categorized as impostor and the number of impostor images that are 

categorized as genuine, respectively. Additionally, Half Total Error Rate (HTER) is 

computed as follows: 

                                          𝐻𝑇𝐸𝑅 =
𝐹𝐹𝑅+𝐹𝐺𝑅

2
                                                                  (26) 

In this thesis, results which are represented with rates of FFR, FGR and HTER are 

presented in percentage. The details of the proposed methods are explained in the 

following subsections. 

6.1 Fusion of Full-Reference and No-Reference Anti-Spoofing 

Techniques for Ear Biometrics under Print Attack 

Firstly, an anti-spoofing method that employs the fusion of various FR and NR IQA 

techniques has been proposed to detect fake and real ear images presented to 

biometrics systems under print attacks. In this context, FR IQA measures such as Error 
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Sensitivity Measures, Pixel Difference Measures, Correlation-Based Measures, Edge-

Based Measures, Spectral Distance Measures, Gradient-Based Measures, Structural 

Similarity Measures and Information Theoretic Measures have been used. 

Additionally, NR IQA measures such as Distortion Specific Measures, Training Based 

Measures and Natural Scene Statistics Measures have been implemented to distinguish 

fake and real ear images. A comparative analysis of the performance of these quality 

metrics and the proposed method using decision-level fusion of all aforementioned 

measures has been performed. The experimental results have been presented using 

AMI and UBEAR ear databases by creating print attack counterparts of the ear images 

used in these databases. 

6.1.1 Methodology 

In this section, the proposed method is explained in detail. Figure 6 shows the system 

diagram of the first proposed spoof detection method which is based on decision-level 

fusion. In the system diagram, firstly, I and Î are converted into gray-scale and denote 

original ear image and smoothed (distorted) ear image, respectively. Next, Gaussian 

filter (0.5 σ and 3x3 kernel size) is applied to smooth the acquired image of ear 

biometrics for the application of FR IQA. Additionally, 21 FR IQA measures are 

employed to compare the original image and the smoothed image. Moreover, 4 NR 

IQA measures are employed to measure the quality of reference image (I). In the 

matching part of the system, Nearest Neighbor classifier is applied to make a decision 

(real or fake) for each IQA measure. After obtaining the results for all IQA measures, 

the final decision is found by applying DLF using Majority Voting technique. 
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Figure 6. Block diagram of the first proposed method 

6.1.2 Experimental Results 

In order to show the performance of the first proposed spoof detection method, several 

experiments have been performed on two ear databases namely, AMI and UBEAR.  

In the first experiment, 25 IQA measures are analyzed one by one. According to the 

results, SSIM has the minimum HTER with 4.5 for AMI database as shown in Table 

1. However, as shown in Table 1 HTER of SSIM for UBEAR database is not the 

minimum. Therefore, we cannot make a decision according to the result of one specific 

IQA measure. 

On the other hand, fusion of the features that are extracted by using 25 IQA measures 

has been analyzed to produce robust method. The experimental results using FLF 

method and the proposed DLF method have been demonstrated in the last two rows of 

Table 1. As shown in Table 1, DLF which is the first proposed method has 8.5 and 

15.5 HTER values for AMI and UBEAR databases, respectively. Additionally, FLF 

produces 16.0 and 17.5 HTER values for AMI and UBEAR databases, respectively. 

Consequently, the first proposed method outperforms FLF of IQM functions. 
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Table 1. Results (%) for AMI and UBEAR databases. 

# Type IQM 
AMI database UBEAR database 

FFR FGR HTER FFR FGR HTER 

1 FR  MSE 24.0 13.0 18.5 18.0 23.0 20.5 

2 FR  AD 23.0 24.0 23.5 24.0 26.0 25.0 

3 FR  GME 26.0 18.0 22.0 21.0 20.0 20.5 

4 FR  GPE 2.0 8.0 5.0 24.0 26.0 25.0 

5 FR  LMSE 9.0 4.0 6.5 23.0 24.0 23.5 

6 FR  MD 20.0 26.0 23.0 20.0 25.0 22.5 

7 FR  NAE 18.0 26.0 22.0 22.0 21.0 21.5 

8 FR  NCC 27.0 15.0 21.0 23.0 24.0 23.5 

9 FR  PSNR 24.0 13.0 18.5 18.0 23.0 20.5 

10 FR  RMD 28.0 21.0 24.5 18.0 29.0 23.5 

11 FR  SNR 24.0 15.0 19.5 25.0 27.0 26.0 

12 FR  SME 24.0 8.0 16.0 20.0 15.0 17.5 

13 FR  SPE 23.0 15.0 19.0 14.0 29.0 21.5 

14 FR SC 24.0 15.0 19.5 25.0 27.0 26.0 

15 FR  SSIM 7.0 2.0 4.5 23.0 14.0 18.5 

16 FR  TCD 20.0 31.0 25.5 3.0 39.0 21.0 

17 FR TED 25.0 28.0 26.5 21.0 28.0 24.5 

18 FR  VIF 27.0 33.0 30.0 24.0 2.0 13.0 

19 FR  RRED 16.0 15.0 15.5 25.0 28.0 26.5 

20 FR  MAMS 24.0 19.0 21.5 26.0 26.0 26.0 

21 FR MAS 29.0 24.0 26.5 12.0 23.0 17.5 

22 NR  JQI 10.0 3.0 6.5 14.0 25.0 19.5 

23 NR  HLFI 24.0 27.0 25.5 26.0 22.0 24.0 

24 NR  BIQI 9.0 2.0 5.5 19.0 18.0 18.5 

25 NR  NIQE 21.0 13.0 17.0 17.0 31.0 24.0 

Our study 
FLF of 25 

IQMs 
24.0 8.0 16.0 20.0 15.0 17.5 

First 

Proposed 

Method 

DLF of 25 

IQMs 
11.0 6.0 8.5 9.0 22.0 15.5 

 

6.1.3 Discussion on Experimental Results 

In this method, spoof detection of ear biometrics is focused under print attacks. The 

proposed method is based on decision-level fusion of different types of FR and NR 

IQA measures. According to the comparisons of the proposed method with individual 

IQA measures and FLF of these metrics, the proposed method achieves better results 

on both AMI and UBEAR databases. HTERs of the proposed DLF method on AMI 
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and UBEAR datasets used in the experiments are 8.50 and 15.50, respectively whereas 

the HTERs of the FLF approach are 16.0 and 17.5 on the aforementioned datasets 

under print attacks. Consequently, the proposed DLF method outperforms the FLF 

approach under print attacks on both ear datasets. 

6.2 Ear Anti-Spoofing Against Print Attack Using Three-Level Fusion 

of Image Quality Measures 

This proposed method is based on FR and NR IQA methods. Three-level SLF and 

DLF techniques are employed in the solution of the second proposed method. The 

experiments have been conducted by applying the printed photo attack images of AMI 

and UBEAR ear databases. In the second proposed method, the number of ear images 

have been increased to 200 which was 100 in the first proposed method. The second 

proposed system significantly recognizes real and fake ear images compared to the 

other systems implemented in this study. HTERs of the proposed system using printed 

photo attack images have been compared with the error rates of the other implemented 

systems employing various fusion techniques for ear anti-spoofing. Additionally, the 

proposed system have been compared with the state-of-the-art anti-spoofing 

techniques and CNN-based deep learning anti-spoofing systems against print attacks 

on other biometric traits since this is the first study presenting ear anti-spoofing 

systems using SLF and DLF of IQA methods. 

6.2.1 Methodology 

The second proposed method extracts the ear features using 25 IQA measures and then 

employs matching using Manhattan Distance measure [96]. The scores obtained after 

matching are then normalized and SLF and DLF are applied to obtain the final 

decision. 
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Figure 7 demonstrates the general block diagram of the second proposed anti-spoofing 

method. The proposed method can be explained in three stages. 

 
Figure 7. General block diagram of the second proposed ear anti-spoofing method 

In the first stage, the test ear image is acquired and converted into grayscale before 

filtering step. Later, it is filtered with the Gaussian filtering method with 3x3 kernel 

size and 0.5 as σ value. I represents the reference image that is considered as the real 

image and Î is the distorted image that is considered as the fake image. Next, I and Î 

are used as inputs into the 21 FR IQA measure functions. In the meanwhile, I is used 

as an input to the 4 NR IQA measure functions. After feature extraction step, distance 

scores are classified by using Nearest Neighbor classifier. 

In the second stage, SLF is implemented. Totally, 25 matching scores are obtained at 

the end of the first stage. Next, score normalization is applied to the computed scores 

to transform them into common domain [97]. This step is applied to the scores of 21 

FR measures and 4 NR measures separately. In this context, Min-max normalization 

is employed. After normalization step, Sum Rule is applied for fusion of the scores of 

both FR measures and NR measures separately. The minimum distance among 

summed scores is accepted as a decision (real/fake). Two decisions are obtained after 



34 

 

SLF; one is obtained from FR IQA module and the second is obtained from NR IQA 

module. 

In the third stage, DLF is implemented for the fusion of two decisions obtained in the 

previous stage. In the final step, OR rule is employed to decide whether the test ear 

sample is genuine or impostor. In the OR rule, if one of the obtained decisions is 

genuine, then the final decision is going to be a genuine, otherwise it is going to be an 

impostor. 

6.2.2 Experimental Results 

In this section, experiments that have been conducted to show the effectiveness of the 

second proposed anti-spoofing method are explained in detail. These experiments have 

been conducted on two databases namely AMI and UBEAR ear databases. 

Many experiments have been conducted to show the effectiveness of the second 

proposed anti-spoofing method in this thesis. 

Firstly, each IQA measure has been evaluated individually. As shown in Table 2, GPE 

has the minimum HTER which is 7.0 for AMI database. On the other hand, the 

minimum HTER does not belong to GPE for UBEAR database. Thus, if we make the 

final decision according to the result of one IQA measure, some inconsistencies may 

happen between two databases. 

As a second experiment, FLF is employed to combine the features extracted from ear 

images. In this experiment, 25 IQA measures have been implemented for a test ear 

image and the extracted features of these measures have been concatenated by 
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implementing FLF. As shown in Table 3, 39.5 and 26.5 HTER values have been 

obtained for AMI and UBEAR datasets, respectively. 

Table 2. Ear anti-spoofing results (%) based on each IQA measure 

# TYPE IQM 
AMI Database UBEAR Database 

FFR FGR HTER FFR FGR HTER 

1 FR  MSE 42.0 26.0 34.0 39.0 30.0 34.5 

2 FR  AD 38.0 47.0 42.5 46.0 36.0 41.0 

3 FR  GME 48.0 31.0 39.5 15.0 40.0 27.5 

4 FR  GPE 10.0 4.0 7.0 40.0 29.0 34.5 

5 FR  LMSE 10.0 20.0 15.0 37.0 52.0 44.5 

6 FR  MD 46.0 36.0 41.0 40.0 54.0 47.0 

7 FR  NAE 49.0 14.0 31.5 45.0 39.0 42.0 

8 FR  NCC 41.0 28.0 34.5 59.0 43.0 51.0 

9 FR  PSNR 42.0 26.0 34.0 38.0 30.0 34.0 

10 FR  RMD 46.0 59.0 52.5 37.0 63.0 50.0 

11 FR  SNR 44.0 26.0 35.0 58.0 41.0 49.5 

12 FR  SME 44.0 39.0 41.5 26.0 28.0 27.0 

13 FR  SPE 39.0 33.0 36.0 50.0 52.0 51.0 

14 FR SC 44.0 26.0 35.0 58.0 41.0 49.5 

15 FR  SSIM 5.0 11.0 8.0 47.0 49.0 48.0 

16 FR  TCD 39.0 56.0 47.5 44.0 53.0 48.5 

17 FR TED 33.0 76.0 54.5 31.0 57.0 44.0 

18 FR  VIF 35.0 55.0 45.0 65.0 45.0 55.0 

19 FR  RRED 24.0 28.0 26.0 55.0 44.0 49.5 

20 FR MAMS 61.0 42.0 51.5 54.0 55.0 54.5 

21 FR MAS 50.0 57.0 53.5 33.0 53.0 43.0 

22 NR  JQI 12.0 15.0 13.5 32.0 44.0 38.0 

23 NR  HLFI 42.0 40.0 41.0 58.0 48.0 53.0 

24 NR  BIQI 10.0 14.0 12.0 30.0 45.0 37.5 

25 NR  NIQE 40.0 48.0 44.0 47.0 36.0 41.5 

 

The DLF has been employed as a third experiment. In this experiment, 25 IQA 

measures have been implemented separately for a test ear image and 25 decisions have 

been obtained. In order to make a final decision from obtained decisions, DLF has 
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been implemented. As shown in Table 3, 17.5 and 30.5 HTERs have been obtained for 

AMI and UBEAR datasets, respectively. 

Table 3. Ear anti-spoofing results (%) based on the fusion methods 

  AMI Database UBEAR Database 

Method Name FFR FGR HTER FFR FGR HTER 

FLF 41.0 38.0 39.5 24.0 29.0 26.5 

DLF 17.0 18.0 17.5 29.0 32.0 30.5 

2 Level DLF 6.0 11.0 8.5 17.0 23.0 20.0 

SLF (min-max) 2.0 3.0 2.5 16.0 15.0 15.5 

SLF (tanh) 2.0 11.0 6.5 41.0 16.0 28.5 

SLF (z-score) 38.0 47.0 42.5 46.0 36.0 41.0 

SLF + DLF (tanh) 4.0 0.0 2.0 34.0 0.0 17.0 

SLF + DLF (z-score) 38.0 0.0 19.0 46.0 0.0 23.0 

SLF + DLF (min-max) 2.0 0.0 1.0 20.0 0.0 10.0 

 

The fourth experiment employs 2-level DLF. In this experiment, DLF has been 

implemented for FR IQA measures and NR IQA measures separately. Next, another 

DLF has been implemented as a second level to make a final decision from two 

decisions that are obtained in the first level. As shown in Table 3, 8.5 and 20.0 HTERs 

have been obtained for AMI and UBEAR datasets, respectively. 

Afterwards, SLF is employed as the fifth experiment. Firstly, the scores are computed 

by using 25 IQA measures for a test ear image. Before fusion of the scores, score 

normalization have been applied by using min-max, tanh and z-score normalization 

techniques, respectively. Next, SLF has been implemented to get a common score by 

using Sum Rule. As shown in Table 3, 2.5 and 15.5 HTERs have been achieved by 

using min-max normalization for AMI and UBEAR datasets, respectively. Also, 6.5 

and 28.5 HTERs have been obtained by using tanh normalization for AMI and UBEAR 
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datasets, respectively. Finally, 42.5 and 41.0 HTERs have been obtained by using z-

score normalization for AMI and UBEAR datasets, respectively. 

Moreover, SLF and DLF have been combined in the last experiment. This experiment 

is the second proposed anti-spoofing method. As shown in Table 3, 1.0 and 10.0 HTER 

values have been achieved by using min-max normalization for AMI and UBEAR 

datasets, respectively. On the other hand, 2.0 and 17.0 HTER values have been 

obtained by using tanh normalization for AMI and UBEAR datasets, respectively. 

Finally, 19.0 and 23.0 HTER values have been obtained by using z-score 

normalization for AMI and UBEAR datasets, respectively. 

According to the results obtained, 2-level DLF achieves better performance for both 

AMI and UBEAR datasets when it is compared with the FLF and DLF. On the other 

hand, SLF with min-max normalization outperforms the FLF, DLF and 2-level DLF 

for both AMI and UBEAR datasets. Moreover, combination of SLF and DLF which 

is the second proposed method has the best performance over all aforementioned 

methods. 

Anti-spoofing methods for ear biometrics are not studied in biometric community. 

Therefore, the proposed method is compared with state-of-the-art techniques which 

are implemented for other biometric traits against print attacks. Comparison results are 

demonstrated in Table 4. According to the results, HTER value of 7.9 is obtained for 

face biometric trait by implementing IQA technique against print attacks [17]. 

Additionally, authors in [40] focused on iris biometric trait and implemented M-BSIF 

and SVM to counter print attacks. HTER value of 0.29, 0.0, 1.27 and 0.0 have been 

obtained for VSIA, MobILive, LivDet and ATVS fake iris databases, respectively.  
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Table 4. Comparison with state-of-the-art methods using print attacks 

Reference 
Method 

Name 

Biometric 

Trait 

Databases 

Used 
#Reals #Fakes HTER 

Galbally et 

al. [17] 
IQA-Based Face 

Replay Print 

Attack 
100 100  7.9 

Raghavendra 

et al. [40] 

MBSIF + 

SVM 
Iris 

VSIA Print 

Attack 
550  550 0.29 

MobILive 

Print Attack 
- - 0.0 

LivDet Iris 

Print Attack 
1274 729 1.27 

ATVS Fake 

Iris Print 

Attack 

800 800 0.0 

Nguyen et 

al. [98] 

FFT + Haar + 

Daubechies + 

SVM 

Fingervein 
Fingervein 

Print Attack 
3300  2520 1.476 

Farmanbar 

and Toygar 

[18] 

HOG+NAE Palmprint 
PolyU Print 

Attack 
500  500 5.8 

[17] IQA-Based Ear 

AMI Print 

Attack 
200 200 39.5 

UBEAR Print 

Attack 
200 200 26.5 

[40] 
MBSIF + 

SVM 
Ear 

AMI Print 

Attack 
200 200 1.5 

UBEAR Print 

Attack 
200 200 18.0 

[18] HOG+NAE Ear 

AMI Print 

Attack 
200 200 31.5 

UBEAR Print 

Attack 
200 200 39.0 

Second 

Proposed 

Method 

IQA-Based Ear 

AMI Print 

Attack 
200 200 1.0 

UBEAR Print 

Attack 
200 200 10.0 

 

Furthermore, authors in [98] implemented Fourier Transform and wavelet transforms 

of Haar and Daubechies and SVM to detect fake finger vein images. In that study, they 

obtained 1.476 error rate for finger vein database. Additionally, authors [18] 

implemented HOG and NAE to detect presentation attack of palmprint images and 

HTER value of 5.8 has been obtained. Further, we have implemented the state-of-the-
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art methods [17, 18, 40] on AMI and UBEAR databases and obtained 39.5 and 26.5 

HTER values for [17], 1.5 and 18.0 HTER values for [40], 31.5 and 39.0 HTER values 

for [18], respectively. Finally, the proposed method which is an IQA-based method 

has been implemented to detect printed fake ear images and HTER value of 1.0 and 

10.0 have been obtained for AMI and UBEAR databases, respectively. Therefore, the 

proposed method achieves encouraging results compared to state-of-the-art print 

attack anti-spoofing systems. 

Additionally, CNN has been implemented in the same way as in [51] to compare it 

with the proposed method and state-of-the-art methods which are implemented for 

anti-spoofing on different biometric traits. According to the comparison results shown 

in Table 5, the CNN-based study which is implemented in this thesis achieves 

encouraging results. The second proposed study outperforms the implemented CNN-

based study on UBEAR database. Although the CNN-based study and the second 

proposed method performs the same performance on AMI database, the proposed 

method has the advantages in terms of computational simplicity and computation time. 

Additionally, computation times of the proposed method and CNN-based method are 

567 seconds and 18728 seconds on AMI dataset, respectively. Similarly, the 

computation times are 588 seconds and 19329 seconds on UBEAR dataset, 

respectively for the proposed and CNN-based methods. 

6.2.3 Discussion on Experimental Results 

In this thesis, the second proposed method that is an effective anti-spoofing method 

for ear biometric trait under printed photo attack. The proposed method is based on 

IQA technique. Three-level fusion of SLF and DLF of FR and NR IQA measures are 

implemented in the proposed anti-spoofing method. The performance of the proposed 

method is evaluated by using two databases namely AMI and UBEAR ear databases.  
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Table 5. Comparison with state-of-the-art methods using CNN 

Reference 
Method 

Used 

Biometric 

Trait 

Databases 

Used 
Subject 

Size of 

Image 
HTER 

[51] CNN Face 

Collected by 

them 
20 

256x256 
1.2 

CASIA 50 2.3 

[52] CNN Face 
CASIA-FASD 

50 96x96 
19.12 

Replay-Attack 8.39 

[53] CNN Face 

CASIA-FASD 50 

128x128 

1.4 

Replay-Attack 50 1.2 

MSU 35 0.0 

Rose-Youtu 20 7.0 

[54] CNN Fingerprint 
LivDet2013 

- 200x200 
3.7 

LivDet2011 6.45 

[64] BSIF+CNN Iris 

Notre Dame 

- 260x260 

3.28 

Warsaw 0.68 

Clarkson 9.45 

IITD+WVU 14.92 

[51] CNN Ear 

AMI Print 

Attack 
100 256x256 

1.0 

UBEAR Print 

Attack 
14.5 

Second 

Proposed 

Method 

IQA-Based Ear 

AMI Print 

Attack 
100 256x256 

1.0 

UBEAR Print 

Attack 
10.0 

 

The second proposed method is compared with the fusion techniques namely FLF, 

DLF, 2-level DLF and SLF. As a result, it is clearly understood that the second 

proposed method achieves the best performance on the aforementioned datasets 

compared to the fusion techniques. Additionally, since ear anti-spoofing is not 

presented in the literature, we used state-of-the-art anti-spoofing print attack systems 

and CNN-based deep learning anti-spoofing systems applied on other biometric traits 

and compared the proposed ear anti-spoofing technique with the state-of-the-art 

methods. According to the comparison, the second proposed system achieved 

encouraging results. 
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6.3 Detection of Spoofing Attacks for Ear Biometrics Through Image 

Quality Assessment and Deep Learning 

In this section, the third proposed method which detects spoof attacks that aim to have 

access to unauthorized accounts within ear recognition systems is explained. The 

proposed method employs CNN which is based on deep learning and IQM techniques 

to detect printed photo attacks against ear recognition systems. The experiments are 

conducted on publicly available ear datasets namely, AMI, UBEAR, IITD, USTB Set 

1, USTB Set 2 and USTB Set 3 and the obtained results are compared with the state-

of-the-art techniques that are focused on printed photo attacks as well. 

6.3.1 Methodology 

Firstly, IQM functions have been employed to extract distinctive features from test 

image in the proposed method. In the first step, the original test image I is filtered to 

obtain the smoothed image Î by using Gaussian 3x3 kernel filter which has 0.5 as σ 

value. This approach expects that the loss of quality delivered by Gaussian filtering 

varies between genuine and fake biometric test images [17]. Afterwards, I and Î have 

been used as an input to FR IQM functions. In the meanwhile, I has been used as an 

input to NR IQM function. In the matching step, Manhattan distance has been 

calculated between test image and all training images according to the obtained results 

in the previous step. In the next step, min-max score normalization has been applied 

to adjust scores obtained in different scale to a common scale. Score-level fusion has 

been employed as a final step to obtain final decision (real\fake). The schema of the 

third proposed method is illustrated in Figure 8. Moreover, deep learning based method 

CNN has been employed to discriminate test image either as real or fake. The 

architecture of conventional CNN part is illustrated in Figure 9 [87]. The CNN part 

includes 6 convolutional layers with size of 3x3 filter map and non-linear ReLu 
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activation function. After each convolutional layer, max pooling layer with 2x2 

pooling size is applied. Further, BN follows each max pooling layer. Before flattening 

of feature maps, Dropout with 0.2 probability is applied to overcome overfitting 

problem. Next, concatenated feature vector is used as input layer to feed the NN. 

Epoch number is adjusted to 250 to train the NN. In the network, Softmax classifier is 

used to classify input ear image as real or fake. After implementation of 

aforementioned methods separately, two decisions have been obtained. Therefore, in 

order to obtain final decision among obtained decisions, decision-level fusion with OR 

rule has been applied. 

 
Figure 8. General block diagram of the third proposed ear anti-spoofing method 

 
Figure 9. Architecture of the CNN part 

6.3.2 Experimental Results 

Several experiments have been conducted on the third proposed method. Firstly, every 

method have been implemented separately to observe the performance individually. 

Afterwards, fusion techniques have been applied to increase the performance of the 
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individual methods. The aforementioned experiments have been conducted on 6 

different datasets namely, UBEAR, AMI, IITD, USTB Set 1, Set 2 and Set 3. The 

details of the conducted experiments are explained below.  

Implementations of deep learning method which is CNN and IQA measures namely 

PSNR, GPE, SSIM, HLFI and RRED have been performed separately. The results for 

each method on AMI, UBEAR and IITD databases are shown in Table 6 and the error 

rates on USTB Set 1 and Set 2 databases are demonstrated in Table 7. Additionally, 

the error rates on USTB Set 3 database are demonstrated in Table 8. As shown in Table 

6, Table 7 and Table 8, CNN performs better results with HTER values of 0.5, 34.5, 

1.0, 4.5 and 0.0 for datasets of AMI, UBEAR, IITD, USTB Set 1 and Set 3, 

respectively. On the other hand, the minimum HTER value which is 0.0 is obtained by 

HLFI for USTB Set 2. According to the comparison of IQM functions, GPE achieves 

better performance with HTER values of 7.0, 36.0, 6.0 and 11.0 for AMI, UBEAR, 

IITD and USTB Set 1 datasets. On the other hand, HLFI performs better result with 

HTER values of 0.0 and 0.5 for datasets of USTB Set 2 and Set 3, respectively. Since 

the obtained results are not consistent for all datasets, fusion techniques have been 

applied to obtain more accurate results. 

Table 6. Results (%) for each method on AMI, UBEAR and IITD databases 

Method 

Name 

AMI Database UBEAR Database IITD Database 

FFR FGR HTER FFR FGR HTER FFR FGR HTER 

CNN 0.0 1.0 0.5 69.0 0.0 34.5 1.0 1.0 1.0 

PSNR 42.0 26.0 34.0 35.0 39.0 37.0 13.0 30.0 21.5 

GPE 10.0 4.0 7.0 45.0 27.0 36.0 2.0 10.0 6.0 

SSIM 4.0 11.0 7.5 46.0 39.0 42.5 0.0 39.0 19.5 

RRED 24.0 28.0 26.0 58.0 54.0 56.0 34.0 31.0 32.5 

HLFI 43.0 40.5 41.5 52.0 43.0 47.5 2.0 50.0 26.0 
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Table 7. Results (%) for each method on USTB Set 1 and Set 2 databases 

Method Name USTB Database Set 1 USTB Database Set 2 

FFR FGR HTER FFR FGR HTER 

CNN 3.0 6.0 4.5 1.0 0.0 0.5 

PSNR 18.0 9.0 13.5 3.0 0.0 1.5 

GPE 14.0 8.0 11.0 7.0 7.0 7.0 

SSIM 17.0 15.0 16.0 2.0 0.0 1.0 

RRED 21.0 15.0 18.0 1.0 3.0 2.0 

HLFI 16.0 14.0 15.0 0.0 0.0 0.0 

 

Table 8. Results (%) for each method on USTB Set 3 database 

Method Name USTB Database Set 3 

FFR FGR HTER 

CNN 0.0 0.0 0.0 

PSNR 18.0 3.0 10.5 

GPE 3.0 0.0 1.5 

SSIM 24.0 7.0 15.5 

RRED 18.0 11.0 14.5 

HLFI 0.0 1.0 0.5 

 

In order to determine which fusion technique works better for the combination of the 

results of 5 IQM functions, SLF with min-max, tanh and z-score normalization [97], 

FLF and DLF with Majority Voting [94] techniques have been applied. According to 

the results shown in Table 9, Table 10, Table 11, Table 12 and Table 13, SLF with 

min-max and z-score normalizations perform same results with HTER value of 0.0 on 

datasets of AMI, UBEAR, USTB Set 1, Set 2 and Set 3. The results for IITD dataset 

is shown in Table 14. Meanwhile, DLF performs 0.0 HTER value for all datasets 

except UBEAR dataset. According to the results, SLF with min-max normalization 

technique is preferred because of its computation simplicity. 
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Table 9. Results (%) for fusion of IQMs on AMI database 

 AMI Database 

Method Name FFR FGR HTER 

DLF (PSNR, GPE, SSIM, RRED, HLFI) 0.0 0.0 0.0 

FLF (PSNR, GPE, SSIM, RRED, HLFI) 10.0 12.0 11.0 

SLF-tanh (PSNR, GPE, SSIM, RRED, HLFI) 0.0 0.0 0.0 

SLF-min-max (PSNR, GPE, SSIM, RRED, HLFI) 0.0 0.0 0.0 

SLF-z-score (PSNR, GPE, SSIM, RRED, HLFI) 0.0 0.0 0.0 

 

Table 10. Results (%) for fusion of IQMs on UBEAR database 

 UBEAR Database 

Method Name FFR FGR HTER 

DLF (PSNR, GPE, SSIM, RRED, HLFI) 1.0 1.0 1.0 

FLF (PSNR, GPE, SSIM, RRED, HLFI) 30.0 27.0 28.5 

SLF-tanh (PSNR, GPE, SSIM, RRED, HLFI) 1.0 1.0 1.0 

SLF-min-max (PSNR, GPE, SSIM, RRED, HLFI) 0.0 0.0 0.0 

SLF-z-score (PSNR, GPE, SSIM, RRED, HLFI) 0.0 0.0 0.0 

 

Table 11. Results (%) for fusion of IQMs on USTB Set 1 database 

 USTB Set 1 Database 

Method Name FFR FGR HTER 

DLF (PSNR, GPE, SSIM, RRED, HLFI) 0.0 0.0 0.0 

FLF (PSNR, GPE, SSIM, RRED, HLFI) 11.0 6.0 8.5 

SLF-tanh (PSNR, GPE, SSIM, RRED, HLFI) 0.0 0.0 0.0 

SLF-min-max (PSNR, GPE, SSIM, RRED, HLFI) 0.0 0.0 0.0 

SLF-z-score (PSNR, GPE, SSIM, RRED, HLFI) 0.0 0.0 0.0 

 

Table 12. Results (%) for fusion of IQMs on USTB Set 2 database 

 USTB Set 2 Database 

Method Name FFR FGR HTER 

DLF (PSNR, GPE, SSIM, RRED, HLFI) 0.0 0.0 0.0 

FLF (PSNR, GPE, SSIM, RRED, HLFI) 3.0 0.0 1.5 

SLF-tanh (PSNR, GPE, SSIM, RRED, HLFI) 0.0 0.0 0.0 

SLF-min-max (PSNR, GPE, SSIM, RRED, HLFI) 0.0 0.0 0.0 

SLF-z-score (PSNR, GPE, SSIM, RRED, HLFI) 0.0 0.0 0.0 
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Table 13. Results (%) for fusion of IQMs on USTB Set 3 database 

 USTB Set 3 Database 

Method Name FFR FGR HTER 

DLF (PSNR, GPE, SSIM, RRED, HLFI) 0.0 0.0 0.0 

FLF (PSNR, GPE, SSIM, RRED, HLFI) 8.0 0.0 4.0 

SLF-tanh (PSNR, GPE, SSIM, RRED, HLFI) 0.0 0.0 0.0 

SLF-min-max (PSNR, GPE, SSIM, RRED, HLFI) 0.0 0.0 0.0 

SLF-z-score (PSNR, GPE, SSIM, RRED, HLFI) 0.0 0.0 0.0 

 

Table 14. Results (%) for fusion of IQMs on IITD database 

 IITD Database 

Method Name FFR FGR HTER 

DLF (PSNR, GPE, SSIM, RRED, HLFI) 0.0 0.0 0.0 

FLF (PSNR, GPE, SSIM, RRED, HLFI) 1.0 32.0 16.5 

SLF-tanh (PSNR, GPE, SSIM, RRED, HLFI) 1.0 1.0 1.0 

SLF-min-max (PSNR, GPE, SSIM, RRED, HLFI) 1.0 1.0 1.0 

SLF-z-score (PSNR, GPE, SSIM, RRED, HLFI) 1.0 1.0 1.0 

 

In order to have consistent and robust results for all datasets, fusion technique of IQA 

and CNN is proposed for ear anti-spoofing problem in this thesis. Results for 

implementation of the proposed method on AMI, UBEAR, IITD, USTB Set 1, Set 2 

and Set 3 databases are shown in Table 15. As it is shown, HTER value of 0.0 has been 

obtained on AMI, UBEAR, IITD, USTB Set 1, Set 2 and Set 3, respectively. As a 

result, the third proposed method achieves the best performances for all datasets. 

Table 15. Results (%) for the third proposed method (IQA + CNN) 

 Proposed Method (IQA+CNN) 

Database Name FFR FGR HTER 

AMI 0.0 0.0 0.0 

UBEAR 0.0 0.0 0.0 

IITD 0.0 0.0 0.0 

USTB Set 1 0.0 0.0 0.0 

USTB Set 2 0.0 0.0 0.0 

USTB Set 3 0.0 0.0 0.0 
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Table 16. Comparison with the state-of-the-art techniques using CNN 

 

The comparison results which have been made with the third proposed method and the 

other methods that are implemented based on deep CNN for countering against spoof 

attacks to person identification systems which are based on face, fingerprint and iris 

biometric traits are presented in Table 16. In the first study [51], the method is 

proposed for face anti-spoofing and the obtained error rates are 1.2 and 2.3 for their 

private database and CASIA, respectively. The second study [52] proposes an anti-

spoofing method for face biometric trait and the obtained error rates are 19.12 and 8.39 

for CASIA-FASD and Replay-Attack databases, respectively. In the third study [53], 

the proposed anti-spoofing method is for face biometric trait and the obtained error 

rates are 1.4, 1.2, 0.0 and 7.0 for CASIA-FASD, Replay-Attack, MSU and Rose-Youtu 

databases, respectively. Further, a novel method is implemented for fingerprint 

Methods 

Used 

Biometric 

Trait 

Databases Used #Subject Size of 

Image 

HTER 

CNN [51] Face Collected by them 20 256x256 1.2 

CASIA 50 2.3 

CNN [52] Face CASIA-FASD 50 96x96 19.12 

Replay-Attack 8.39 

CNN [53] Face 
CASIA-FASD 50 

128x128 
1.4 

Replay-Attack 50 1.2 

MSU 35 0.0 

Rose-Youtu 20 7.0 

CNN [54] Fingerprint LivDet2013 - 200x200 3.7 

LivDet2011 6.45 

BSIF+CNN 

[64] Iris 
Notre Dame 

- 260x260 
3.28 

Warsaw 0.68 

Clarkson 9.45 

IITD+WVU 14.92 

IQA+CNN 

(DLF) 

(Third 

Proposed 

Method) 

 

Ear 

AMI 100 

256x256 

0.0 

UBEAR 100 0.0 

IITD 124 0.0 

USTB Set 1 60 0.0 

USTB Set 2 76 0.0 
USTB Set 3 78 0.0 
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biometric trait [54] and 3.7 and 6.45 error rates are obtained for LivDet2013 and 

LivDet2011 databases, respectively. Lastly, iris anti-spoofing CNN-based method is 

proposed in [64] and 3.28, 0.68, 9.45 and 14.92 error rates are obtained on Notre Dame, 

Warsaw, Clarkson and IITD+WVU databases, respectively. The comparison of the 

results of third method and the results of the state-of-the-art methods presents that, the 

third proposed method in this thesis achieves the best performances for all datasets 

with zero error rates. 

6.3.3 Discussion on Experimental Results 

In this thesis, the third proposed ear anti-spoofing method that is implemented to detect 

printed photo attacks by combining CNN and 5 IQM functions. Four of these IQMs 

are FR and one of them is NR. According to the preliminary experiments, results are 

not consistent for all datasets whenever deep learning and IQM methods are employed 

separately. Therefore, the fusion of CNN and IQA is proposed in this thesis. 

Comparison of the third proposed method with the state-of-the-art CNN-based studies 

show that the proposed method achieves the best performances for all datasets used in 

the experiments. 

6.4 Combining Texture-Based Methods with Deep Learning for Ear 

Anti-Spoofing 

In this section, texture-based BSIF method and deep learning based CNN model are 

exploited to propose the fourth novel anti-spoofing technique for ear identification 

systems. Currently, there have not been any study which focused on ear anti-spoofing 

problem by using texture-based and CNN-based methods in the literature. In this 

method, BSIF is employed to extract features by using ICA texture filters from ear 

images. Besides, CNN model is employed to learn deep representations of ear images 

in order to detect fake ear images. In order to propose a robust method, BSIF and CNN 
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methods are fused by implementing DLF technique. Corresponding experiments have 

been conducted on 6 different ear datasets namely, AMI, UBEAR, IITD, USTB Set 1, 

USTB Set 2 and USTB Set 3. The performance of the proposed method shows that it 

achieves to detect fake ear images. The proposed method is compared with the state-

of-the-art methods that employed CNN on various biometric traits. 

6.4.1 Methodology 

The proposed method employs both CNN-based deep learning and texture-based BSIF 

method to implement a robust anti-spoofing technique for ear biometrics. General 

schema of the fourth proposed method is demonstrated in Figure 10. The major steps 

of BSIF part of the algorithm are as follows:  

 Step 1: Enhance all ear images in train and test sets with histogram equalization 

and normalize them with mean variance normalization. Next, resize them to 

256x256. 

 Step 2: Convert all ear images into grayscale. 

 Step 3: Divide each image into 8x8 blocks. 

 Step 4: Compute BSIF code for each block with 7x7 filter. These operations 

are applied to all train and test ear images separately. 

 Step 5: After feature extraction process, train and test sets are shuffled to obtain 

a realistic model. 

 Step 6: Nearest Neighbor (NN) method is employed for classification part. The 

test ear image is compared with all train ear images and scores are obtained by 

calculating Manhattan distance. NN classifier is applied to determine whether 

ear image is genuine or impostor. 

In addition to this, the detailed steps of CNN part are as follows: 

 Step 1: Resize all ear images to 256x256 and convert them into grayscale. 
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 Step 2: Train and test sets are shuffled to obtain a realistic model. 

 Step 3: In the CNN model, 5 convolutional layers are employed with 3x3 kernel 

map and ReLU activation function. 

 Step 4: Max Pooling technique with 2x2 pooling size is applied to reduce the 

dimension of feature map. 

 Step 5: In order to standardize the inputs of each convolutional layer and speed 

up training process, batch normalization is applied after pooling operation. Last 

obtained feature maps are flattened into vector form and it is called input layer. 

Further, dropout which its rate is set to 20% is applied before input layer to 

prevent the memorization of data. 

 Step 6: The input layer is fed to hidden layer which contains 128 neurons to 

construct a fully-connected NN.  

 Step 7: Lastly, Softmax classifier is employed in the output layer to classify 

ear test image as genuine or impostor. 

CNN and BSIF parts have been implemented separately and two decisions have been 

obtained. In order to find a common decision, DLF with OR rule is applied. The logic 

of this rule is that if one of the method's decision is genuine, it will led final decision 

to be genuine, otherwise it is fake. 
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Figure 10. General block diagram of the fourth proposed ear anti-spoofing method 

6.4.2 Experimental Results 

Several experiments have been conducted to find the best solution to the problem of 

ear anti-spoofing. Firstly, BSIF has been implemented on 6 different datasets. As 

depicted in Table 17, Table 18 and Table 19, 1.5, 26.0, 1.0, 8.0, 1.0 and 17.0 error rates 

have been obtained for AMI, UBEAR, IITD, USTB Set 1, Set 2 and Set 3, respectively. 

Additionally, CNN-based method has been implemented and 0.5, 34.5, 1.0, 4.5, 0.5 

and 0.0 error rates have been obtained for AMI, UBEAR, IITD, USTB Set 1, USTB 

Set 2 and USTB Set 3, respectively. CNN-based method achieves minimum error rates 

on AMI, USTB Set 1, Set 2 and Set 3 datasets. On the other hand, BSIF method 

achieves minimum error rates on UBEAR dataset. Beside on this, both methods 

achieve the same performance on IITD dataset. In order to achieve the best 

performance for all datasets, DLF of BSIF and CNN methods has been implemented. 

As a result, 0.0 error rates have been obtained for all datasets. 

Table 17. Results (%) for each method on AMI and UBEAR databases 

 AMI Database UBEAR Database 

Method Name FFR FGR HTER FFR FGR HTER 

BSIF 3.0 0.0 1.5 51.0 1.0 26.0 

CNN 0.0 1.0 0.5 69.0 0.0 34.5 

DLF (BSIF+CNN) 0.0 0.0 0.0 0.0 0.0 0.0 
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Table 18. Results (%) for each method on IITD and USTB Set 1 databases 

 IITD Database USTB Set 1 Database 

Method Name FFR FGR HTER FFR FGR HTER 

BSIF 2.0 0.0 1.0 10.0 6.0 8.0 

CNN 1.0 1.0 1.0 3.0 6.0 4.5 

DLF (BSIF+CNN) 0.0 0.0 0.0 0.0 0.0 0.0 

 

Table 19. Results (%) for each method on USTB Set 2 and USTB Set 3 databases 

 USTB Set 2 Database USTB Set 3 Database 

Method Name FFR FGR HTER FFR FGR HTER 

BSIF 2.0 0.0 1.0 23.0 11.0 17.0 

CNN 1.0 0.0 0.5 0.0 0.0 0.0 

DLF (BSIF+CNN) 0.0 0.0 0.0 0.0 0.0 0.0 

 

Additionally, state-of-the-art CNN-based anti-spoofing methods which are performed 

on iris, face and fingerprint biometric traits are compared with the proposed method 

since there are only two ear anti-spoofing studies in the literature [26, 27]. The 

summary of the comparison is shown in Table 20. The first study [59] proposes a 

CNN-based spoof detection algorithm which is conducted on Replay attack and 

NUAA databases and HTER values of 10.0 and 0.98 are obtained, respectively. 

Further, CNN-based study [52] on face biometric trait is conducted on CASIA-FASD 

and Replay attack databases and 19.12 and 8.39 HTER values are obtained, 

respectively. Additionally, a face anti-spoofing method [53] is proposed by using CNN 

model and conducted on CASIA-FASD, Replay attack, MSU and Rose-Youtu 

databases. In that method, HTER values are 1.4, 1.2, 0.0 and 7.0, respectively. On the 

other hand, a CNN-based method [54] is implemented for fake fingerprint detection 

algorithm. It is conducted on LivDet 2013 and 2011 databases and 3.7 and 6.45 HTER 

values are obtained. In the next study [58], a multi-channel CNN-based method is 

proposed and conducted on WMCA face spoof database. In that study, HTER value is 

0.3. Further, in [64], BSIF and CNN are fused for iris presentation attack detection on 
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Notre Dame, Warsaw, Clarkson and IITD+WVU databases and 3.28, 0.68, 9.45 and 

14.92 error rates are obtained. In [63], authors propose an iris presentation attack 

detection method that is based on CNN + SVM. In that study, 0.016 and 0.292 error 

rates are obtained for Warsaw-2017 and NDCLD-2015 databases, respectively. 

Finally, the fourth proposed method achieves superior results compared to the state-

of-the-art anti-spoofing methods with all HTER values equal to 0.0 for all datasets. 

Table 20. Comparison with the state-of-the-art studies using CNN 

Methods 

Used 

Biometric 

Trait 

Databases Used #Subject Size of 

Image 

HTER 

CNN [59] Face Replay Attack 20 64x64 10.0 

NUAA 50 0.98 

CNN [52] Face CASIA-FASD 50 96x96 19.12 

Replay-Attack 8.39 

CNN [53] Face 
CASIA-FASD 50 

128x128 
1.4 

Replay-Attack 50 1.2 

MSU 35 0.0 

Rose-Youtu 20 7.0 

CNN [54] Fingerprint LivDet2013 - 200x200 3.7 

LivDet2011 6.45 

MC-CNN 

[58] 

Face WMCA 72 128x128 0.3 

BSIF+CNN 

[64] Iris 
Notre Dame 

- 260x260 
3.28 

Warsaw 0.68 

Clarkson 9.45 

IITD+WVU 14.92 

CNN+SVM 

[63] 

Iris Warsaw-2017 - - 0.016 

NDCLD-2015 0.292 

BSIF+CNN 

(Fourth 

Proposed 

Method) 

 

Ear 

AMI 100 

256x256 

0.0 

UBEAR 100 0.0 

IITD 124 0.0 

USTB Set 1 60 0.0 

USTB Set 2 76 0.0 
USTB Set 3 78 0.0 
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6.4.3 Discussion on Experimental Results 

A robust ear anti-spoofing method is proposed by combining deep learning based CNN 

and texture-based BSIF methods. CNN and BSIF are implemented separately for 

feature extraction and representation of ear images. Experiments have been conducted 

on 6 different ear datasets which are namely AMI, UBEAR, IITD, USTB Set 1, USTB 

Set 2 and USTB Set 3. Combination of BSIF and CNN provides superior error rates 

on all aforementioned datasets. In the biometric community, ear anti-spoofing is not 

studied with CNN and BSIF methods. Consequently, the proposed method has a 

contribution on the improvement of ear anti-spoofing applications in the biometric 

community. Further, the proposed method is compared with the state-of-the-art anti-

spoofing studies which are implemented for face, iris and fingerprint biometric traits 

by using CNN-based method and the results are still superior compared to the other 

biometric anti-spoofing methods. 

6.5 Comparison of All Proposed Methods 

The comparison of all proposed methods in terms of error rates and execution times is 

demonstrated in Table 21. The first and the second proposed method employ IQA 

technique basically. The first study [26], has been implemented on AMI and UBEAR 

databases which contain 50 subjects. As shown in Table 21, 8.5 and 15.5 HTER values 

have been obtained for AMI and UBEAR databases, respectively. The number of 

subjects for both databases have been incremented to 100 in the second study [27]. In 

that method which combines SLF and DLF techniques, 1.0 and 10.0 HTER values 

have been obtained for AMI and UBEAR databases, respectively. The datasets that are 

used for the first proposed method contain less number of subjects compared to the 

datasets used in the experiments of the second proposed method. Therefore, the first 

proposed method takes less execution times. Consequently, as it is observed in Table 
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21, the second method outperforms the first method. Additionally, the third and the 

fourth proposed method are conducted on 6 different ear databases which makes it 

different from previous experimental studies and instead of using IQA method only, 

texture-based and deep learning based methods are employed as well in the third and 

the fourth methods. The disadvantage of combining the IQA technique with BSIF or 

CNN is that it causes more execution time. On the other hand, advantage of combining 

IQA technique with BSIF or CNN is that it provides 0.0 error rates for all datasets for 

both of the third and the fourth proposed methods. Besides, the third proposed method 

takes less execution time compared to the fourth proposed method for all datasets. 

Therefore, it can be stated that the third proposed method is the best proposed method 

according to the error rates and execution time.  

Table 21. Comparison of all proposed methods in terms of execution times and error 

rates 

Method Name Databases 

Used 

# of 

Subject 

Size of 

Image 

Execution 

Time (sec) 

HTER 

IQA (DLF) [26] 

(First Proposed 

Method) 

AMI 50 256x256 271 8.5 

UBEAR 50 270 15.5 

IQA (SLF+DLF) 

[27] (Second 

Proposed Method) 

AMI 100 256x256 567 1.0 

UBEAR 100 588 

 

9:01,92 

10.0 

IQA+CNN (DLF) 

(Third Proposed 

Method) 

AMI 100 

256x256 

18999 0.0 

UBEAR 100 19341 0.0 

IITD 124 1405 0.0 

USTB Set 1 60 574 0.0 

USTB Set 2 76 842 0.0 

USTB Set 3 78 1126 0.0 

BSIF+CNN (DLF) 

(Fourth Proposed 

Method) 

AMI 100 

256x256 

21518 0.0 

UBEAR 100 21795 0.0 

IITD 124 2420 0.0 

USTB Set 1 60 882 0.0 

USTB Set 2 76 1295 0.0 

USTB Set 3 78 1343 0.0 
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Chapter 7 

CONCLUSION 

In this thesis, the aim is to propose a novel method for ear anti-spoofing problem. In 

this context, four ear anti-spoofing methods are proposed. The experiments for these 

methods are conducted on six different datasets namely, AMI, UBEAR, IITD, USTB 

Set1, USTB Set 2 and USTB Set 3. 

In the first method, FR and NR IQA measures are combined by using DLF technique 

for ear anti-spoofing problem. In that method, 8.5 and 15.5 error rates have been 

obtained on AMI and UBEAR databases, respectively. 

In order to enhance the performance of the first proposed method, the second method 

is proposed. The second method employs SLF to combine the matching scores 

obtained from FR and NR IQA measures. Afterwards, DLF is employed make a final 

decision. In that method, the experiments have been conducted on databases that are 

used in the first method as well. The difference is that the number of used subjects is 

increased from 50 to 100. The obtained error rates are 1.0 and 10.0 for AMI and 

UBEAR databases, respectively. Consequently, it can easily be observed that the 

performance of the second proposed method is getting better than the first proposed 

method. Additionally, SLF and DLF have been combined to propose robust ear anti-

spoofing method. Last but not least, CNN-based deep learning method has been firstly 

applied on ear anti-spoofing systems and compared with the second proposed method. 
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According to the comparison, the second proposed method achieves better 

performance.  

Further, the third proposed method employs DLF to combine IQA-based and CNN-

based methods to detect fake ear images. In this method, 4 FR IQA measures that are 

PSNR, GPE, SSIM and RRED and 1 NR IQA measure that is HLFI are employed to 

extract features from ear images. Additionally, CNN-based method is employed to find 

deeper representation of ear images. Afterwards, the results of these methods are 

combined by using DLF with OR rule. The experiments have been conducted on five 

different datasets which are AMI, UBEAR, IITD, USTB Set 1, USTB Set 2 and USTB 

Set 3. The obtained error rates are 0.0 for all aforementioned databases. The first 

contribution of this method is that the combination of CNN-based and IQA-based 

methods have been implemented the first time in this method. Additionally, the fusion 

of 5 image quality metrics for the detection of spoofing attacks for ear biometrics 

through FLF, DLF and SLF strategies are presented. Finally, ear anti-spoofing system 

results are demonstrated the first time on six ear datasets in this study. 

The last proposed method combines the texture-based BSIF and CNN-based methods 

to counter against print attack on ear recognition systems. The fusion of these methods 

is achieved by DLF technique. The combination of BSIF and CNN is implemented the 

first time for ear anti-spoofing systems in this method. Additionally, this method has 

been applied on six different datasets namely, AMI, UBEAR, IITD, USTB Set 1, 

USTB set 2 and USTB Set 3. According to the comparison of this method with the 

first and the second proposed methods, it can obviously be observed that the last 

proposed method that is DLF of BSIF and CNN achieves better performances on AMI 

and UBEAR databases. However, the comparison of the third and the fourth proposed 
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methods in terms of error rates shows that the error rates of both of these methods are 

superior, but the third proposed method outperforms the fourth proposed method in 

terms of execution times. Consequently, the third proposed method is the best method 

proposed in this thesis. 

As a future work, different types of attacks such as replay video attack and digital 

photo attack can be investigated on ear biometrics. Further, ear anti-spoofing system 

can be integrated to face anti-spoofing system to develop a more robust anti-spoofing 

system. Beside face biometric trait, ear images can be fused with other biometric traits 

such as iris or fingerprint as well.  
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