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ABSTRACT

Despite the large volume of research in the literature, face recognition remains a hard
problem to solve. The challenge is due to many factors that may affect the performance
of any recognition system such as size of training data, noisy images, accuracy-speed
trade-off, variations in illumination, expressions, or pose, etc. Although there are a
lot of efforts that have been proposed for special conditions, no method exists to work

under unconstrained conditions with satisfactory performance.

In computer vision, human face classification is a very popular and important topic.
This popularity comes from the wide-spread applications of face recognition such as
entertainment, security, and control. Most, if not all, of these applications require
the recognition systems to have low computational complexity and high recognition

accuracy.

In this thesis, three methods are proposed for feature extraction and face
classification. These methods are based on ¢;-norm regularized regression. The main
idea of these methods is to train a dictionary capable of transforming a face image
into a form that can be used to classify it into its correct class. Image representation in
the transformation domain is a sparse vector with small number of nonzero
coefficients. The goal is to come up with a transformation matrix such that the
sparsity pattern depends on the class of the transformed image. This is accomplished
by regression in addition to regularization terms and constraints. The three proposed
ideas differ in how to attain this goal. The first proposed method uses the idea of

predefined sparse matrix to specify the sparsity pattern of image transformation. The
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second method constrains the transformation such that the inner product of the image
transformation is minimized if the images are of different classes, and maximized if
the images are of the same class. The last method transforms the images such that the
nonzero coefficients do not overlap for different class, and the transformation of class

images become close to the transformation of its mean vector.

Several simulation experiments are implemented and executed to test the performance
and competence of the proposed methods. The simulations are performed with
different benchmark face databases. The results prove that our proposed methods are
distinguished over state-of-the-art methods by their accuracy, computational cost and

robustness to image occlusion and corruption.

Keywords: Face recognition, sparsifying transform, dictionary learning, transform

Learning, feature Extraction, regression.
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Onerilen ¢ok sayida arastirmaya ragmen, yiiz tanimanin ¢oziilmesi zor bir problem
oldugu goriilmektedir.  Buradaki zorluk, egitim verilerinin boyutu, giriiltiilii
goriintiiler, dogruluk-hiz karsilastirilmasi, aydinlatmadaki degisimler, ifadeler veya
pozlar gibi herhangi bir tamima sisteminin performansin etkileyen bir¢ok faktdrden
kaynaklanmaktadir. Ozel sartlar icin teklif edilen kisitlayic1 olmayan kosullar altinda

tatmin edici bir performansla ¢alismak i¢in hi¢bir yontem mevcut degildir.

Bilgisayarli gorii alaninda insan yiizii siniflandirmasi ¢ok popiiler ve 6nemli bir
konudur. Bu popiilerlik eglence, giivenlik ve kontrol gibi yaygin uygulamalardan
gelmektedir. Bu uygulamalarin tiimii olmasa da ¢ogu tanima sistemlerinin diigiik

hesaplama karmagikligina ve yiiksek tanima dogruluguna sahip olmasin1 gerektirir.

Bu tezde, 6znitelik ¢ikarimi ve yiiz tanima i¢in ii¢ yontem Onerilmistir. Bu yontemler
12-norm tabanli diizenli regresyona dayanmaktadir. Ana fikir, bir yiiz goriintiisiinii
dogru smnifa simiflandirmak i¢in kullanilabilecek bir forma doniistiirebilecek bir
sOzliik olusturmaktir. Doniisiim alanindaki goriintii temsili, az sayida sifir olmayan
katsayili seyrek bir vektordiir. Amag, seyreklik modelinin doniistiiriilen goriintiiniin
sinifina bagh oldugu sekilde bir doniisiim matrisi olusturmaktir. Bu, diizenleme
sartlarina ve kisitlamalarina ek olarak, regresyon ile gerceklestirilir. Onerilen iic fikir
bu hedefe nasil ulagilacagi konusunda farkliliklar gostermektedir. Onerilen ilk
yontem, goriintli doniisiimiiniin seyrek kalibin1 belirlemek i¢in dnceden tanimlanmis
seyrek matris fikrini kullanir. ikinci yontem, goriintiileri farkli siniflarda ise goriintii

doniistimiiniin i¢ ¢carpiminin en aza indirgenmesi ve goriintiilerin aynmi sinifta olmasi



halinde en iist diizeye cikarilmasi seklinde doniistimii sinirlar. Son yontem, sifir
olmayan katsayilarin farkli siniflar i¢in cakismadigi ve sinif imajlarinin doniistimii

ortalama vektoriiniin doniisiimiine yakin hale gelecegi sekilde goriintiileri doniistiirdir.

Onerilen yontemlerin performansim ve yeterliligini test etmek icin gesitli simiilasyon
deneyleri uygulanmig ve sonuglar {iretilmistir. Simiilasyonlar, farkli yiiz
veritabanlarinda gerceklestirilmistir. Sonuglar, Onerilen yontemlerin son teknoloji
yontemlere gore dogruluk, hesaplama maliyeti, goriintii tikaniklig1 ve bozulmaya olan

saglamli8i ile ayirt edildigini kanitlamaktadir.

Anahtar Kelimeler: Yiiz tanima, seyreklestirme doniisiimii, sozlik o6grenme,

doniisiim 6grenme, 6zellik ¢cikarma, regresyon.
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Chapter 1

INTRODUCTION

Face recognition is a field of computer vision that attempts to determine the
individual’s identity. The process works by capturing the image of a human face and
compares it to images in a previously stored images database. This process is
challenging due to many reasons such pose variations, lightening conditions, aging
and other problems. Many methods are proposed in this field as will be explained in
the subsequent chapters. In this chapter a brief introduction about the general face
recognition problem is presented. The main objectives, challenges and contributions
of the thesis are also explained. Finally the outline of the thesis is presented in the last

section.

1.1 Objectives

The main objectives of any face recognition method is to develop an algorithm that
can achieve the classification task reliably with high recognition rate under various
conditions, runs fast with minimum computational complexity and requires low
number of training images. Unfortunately, these objectives are still not being
achieved even after decades of research. In this thesis, these objectives are

decomposed into the following three smaller objectives

The first goal of the proposed methods is to improving the accuracy and the speed of

the current face recognition algorithms. Even though the accuracy of face recognition



system is a vital requirement, it is not the only criterion that determines the preferred
algorithm. In real applications, speed plays a crucial role. For example, in video
surveillance system, it is required to process the face image and make a classification
decision in very short time. So, the first objective of our thesis is to develop algorithms

that are accurate and fast.

Our second objective is to be able to classify face images reliably under
unconstrained conditions such as expression, illumination, changes of viewpoint,
random occlusion and corruption. Despite the huge number of research over the past
decades, this issue remains a challenge in face recognition. Therefore, one of the
objectives of the proposed methods in this thesis is to achieve high recognition rates

in the presence of these problems.

The third objective is to recognize images under the problem of lacking of training face
images. Sometimes, it is costly to collect a large number of training images. In learning
algorithms, low number of training data can increase the generalization error, which
is known as over-fitting problem. So, the third objective is to achieve a satisfactory
performance with low number of training images.

1.2 Motivations

Face recognition is a challenging task for computers and digital systems. In contrast,
it is much easier process for human being. Recognizing people is an important and
fundamental capability of our perception system. One can distinguish a person whom
he knows among thousands of people. The ultimate goal is to understand he human
perception system and to build a recognition system that approaches its easiness and

accuracy.



In computer vision field, face recognition is one of the most important applications
which have drawn the attention of researchers in the last decades for many reasons.
One of the reasons is that it is widely used in commercial and security applications.
Some examples of these applications are:

e Law enforcement: video surveillance, suspect tracking, post-event analysis,

shoplifting.

e Smart cards: passports, national ID, drivers’ licenses, voter registration.

e Information security: desktop logon, internet security.

e Entertainment: virtual reality, video games.
1.3 Problem Definition
Successful systems for face recognition need to address various problems. To the best
of our knowledge, the following are the major challenges [2, 3] for face recognition
systems:

e Pose variations: Face images are highly varied by changing the pose angles. The

system accuracy dramatically degraded when these angles are large.

e Facial Expressions: Cause deformation of important facial features like

eyebrows, eyes, nose, mouth and so reduce the recognition rates.

e [llumination variations: The images are vastly affected by surrounding
illumination and cause a serious impairment on the performance of recognition

systems.

e Aging: Since faces are greatly changing over the time, face recognition process

becomes a challenging task even by humans.

e Large-scale system: Country’s population could be hundreds of millions. A hard



question is how to build an efficient recognition system with huge database like

that.

e Low resolution: Many cameras produce blur and low quality face images which

degrade the recognition system efficiency.

e High dimensional space: Images are transformed into high dimensional vectors.
The dimensions of these vectors are equal to the number of image pixels, which

are usually a big number. The high dimensions increase the computational cost.

e Lack of training data: In order for an algorithm to work efficiently, it requires a
lot of training images. Sometimes it is hard to have such number of training data,
so it becomes a challenge to develop a system to work under this constraint.

Unfortunately, in realistic scenarios, these issues come in groups not singly. Grouped
together make the face images of the same person severely varies, which results in a
great degradation of the recognition system efficiency. Also, they make building an
optimal system a hard task.

1.4 Contributions

In this thesis, three new ideas are proposed for face recognition.:

e An algorithm based on sparsifying transform is considered. It mainly learns a
dictionary that can transform the image into sparse vectors. In the
transformation domain, the images of the same class should have similar
nonzero coefficient patterns that can be used for identification.  The
classification process of this method only requires transforming the image and
makes norm comparisons. This thesis proposes a novel method in sparsity
based image identification that uses analysis dictionaries unlike the

conventional sparsity based methods. One advantage of the proposed algorithm



is the low computational cost of the classification process.

e A new /-norm regularized regression based face image recognition method is
proposed, with /p-norm constraint to ensure sparse projection. The proposed
method aims to create a transformation matrix that transforms the images to
sparse vectors with positions of nonzero coefficients depending on the image
class. The classification of a new image is a simple process that only depends on

calculating the norm of vectors to decide the class of the image.

e A new /{»-norm based regression feature extraction and face recognition method
is proposed. The method aims to train a transformation matrix that can
transform images into sparse vectors in a way that can be used for
classification. Sparseness of image representation is guaranteed by {yp-norm
constraint. While transforming the images is considered as a feature extraction
process, the proposed method also presents a classification method based on the
sparsity pattern of image transformation.

1.5 Thesis Outline

The next chapters of this thesis are organized in the following way: Chapter 2
presents a literature survey of methods related to the thesis topic. Transform domain
methods and other known algorithms are reviewed. Most popular dimensionality
reduction methods are also presented. Chapter 3 explains the methodology of the
thesis where the image preprocessing steps are presented. Face image databases and
challenges are also explained in this chapter. In chapter 4, the first proposed method
for face image classification [4] is explained, computational complexity and
experimental results also provided. Chapter 5 describes a sparse regression based
method for face recognition. Experimental results are presented to test efficiency of

the method under image occlusion and corruption. Chapter 6, also, provides a novel



regression based method with regularization for face image classification. This
chapter demonstrates various experiments on benchmark database to show its
efficiency in face image classification. Chapter 7 discusses conclusions and ideas for

future work and research.



Chapter 2

LITERATURE REVIEW

2.1 Introduction

In this chapter we will briefly review the main feature extraction and face recognition
methods. Throughout the following sections we will consider the subspace methods,
transform domain methods, neural network methods, sparsity based methods, and

support vector machines.

2.2 Subspace Methods

Principal Component Analysis (PCA) [5] and Linear Discriminant Analysis (LDA) [6]
are the most used techniques for face recognition. Both of these methods can be used
for dimensionality reduction and for feature extraction and image recognition. More

explanations on PCA and LDA are given on the next subsections.

Locality Preserving Projection (LPP) [7] method is an alternative approach for the
well-known PCA method. LPP is a linear subspace method that seeks for the best linear
approximation for eigenfunctions of Laplace operator on the face image manifold.
LPP is used to reduce the dimensionality and for feature selection, it can also be used
recognition [7,8]. LPP was used to extract the local features in [9]] where the effect
of variations in illumination face expressions and pose are reduced. Many articles
propose methods for face recognition with LPP [[10H14]]. In [15], Gu et al proposed

the joint feature selection and subspace learning (FSSL) which was based on locality-



preserving projection.

Independent Component Analysis (ICA), another subspace approach for recognition,
is an extension of PCA. Unlike PCA, it uses the high order statistics of the
data [16-19]. ICA is a successful method for facial representation, feature extraction
and image recognition [[16,|20]. The basis images obtained by ICA should be
independent while the basis images in PCA are uncorrelated. ICA introduced

in [21},22]] for face recognition.

Many regression based methods that use ¢ ; — norm regularization were recently
developed including Nuclear norm-based matrix regression for face classification
(NMR) [23]]. Nuclear norm based principal component analysis (N-2D-PCA) [24]
and others [[25H36].

2.2.1 Linear Discriminant Analysis (LDA)

LDA is a supervised classification method used often in pattern recognition and
statistics. It looks for a linear combination that can separate different classes. Unlike
PCA, LDA is designed for, in addition to dimensionality reduction, efficient

classification. PCA is set mainly for perfect reconstruction.

LDA and PCA are closely related in the sense that both of them look for linear
transformation that minimizes the mean-squared-error between the original input
vectors and the transformed version of these vectors onto reduced dimensional space.
The objective of LDA is to reduce variances of the signals or data points that belong
to the same class and increase the variances between vectors that belong to different
classes. More formally, LDA transform the vectors such that the between-class

scattering is maximized and the within-class scattering is minimized [37]].



Assume we have n input samples from K different classes, each class contains ny
samples. For these data samples, the method uses the scatter matrices Sw and Sg,

respectively. Where

K ng
Sw=Y Y (xf —a)(xf — )" 2.1)
k=1i=1
and
K
Se =Y m(ux— ) (e — )" 22)
k=1

where x¥ denotes the i’ vector in class k. y is class k mean vector and y is the mean

of all samples.

LDA objective function is
PTSgP

P,,;, = aremax ———
opt = AENAX BTGP

(2.3)
=[p1,p2, " Pm)

The solution to this optimization problem is the generalized eigenvectors

pi,i = 1,---,m of Sw and Sg corresponding to the eigenvalues A;,i = 1,---,m as

follows

SBpi = kiSWPia = 17 e ,m (24)

To reduce the dimensionality only keep the first d eigenvectors corresponding to the
maximum eigenvalues. After the projection of signals onto the space of these
eigenvectors, a discriminating algorithm like SVM and NN can be used for efficient
classification of the input query signals. Figure[2.1|shows a comparison between PCA
and LDA. PCA the direction of the maximum variances while LDA considers the

separability of the classes.
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Figure 2.1: A comparison of PCA and LDA for dimensionality reduction [1]. Two
dimensional data set from two different classes, shown in blue and red, to get projected
onto one dimension. PCA selects the magenta curve which is the maximum variance
direction. LDA considers the two class labels, so it selects the green curve.

2.3 Transform Domain Methods

Discrete wavelet transform (DWT) is successfully used for image recognition. Authors
in [38] proposed wavelet filters for face recognition. DWT can integrated with other
methods to achieve higher performance like PCA/DWT [39,140], and ICA/2D DWT
[41,42]. DWT is extended to Discrete Multi-wavelet Transform (DMWT) which can

be used for face recognition [43-47].

In spite of the fact that Discrete Cosine Transform (DCT) is an algorithm used
extensively in data compression, it can also be used for face representation and
recognition. DCT for face recognition was proposed in [48]. Face recognition by
DCT integrated with Improved Supported Vector Machine (ISVM) was proposed
in [49]. Many other researches proposed the integration of DCT with other methods
such as DCT with GWT [50], DCT with NN [51], and DCT Local Binary

Probabilistic Pattern (LBPP) [52]].
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2.4 Artificial Neural Network (ANN) Methods

Deep learning (DL) and ANN are used to increase the performance of face
recognition. Multimodal facial representation based on DL [53] improves the
accuracy of face identification system. Lei et al. [54] proposed the Stacked Image
Descriptor (SID). Authors in [55] applied multilayer perceptron NN on the extracted
features. The results is enhanced by applying DL NN instead multilayered
perceptron [56]. DL and PCA are integrated to build an efficient face recognition
algorithm [57].

2.5 Sparsity based Methods

Sparse Representation-based Classification (SRC) [58] can be considered as one of
promising methods for face classification in the last few years. Detailed explanations
of SRC are given in the next subsection. Some research articles are presented to
analyze the mechanism of SRC [59,60]. Qiao et al. [61] introduces a sparsity
preserving projections (SPP) with SRC. Since sparsity based classification has been
efficiently applied to face recognition, numerous researches proposed in this field like
collaborative representation based classification (CRC) [60] and its collaborative
representation based projections (CRP) [62] feature extraction method. Yang et
al. [63]] proposed a sparsity constrained regression for sparse coding. SRC-FDC [64]
integrated Fischer criterion [65] with SRC. WSRC [66] proposed weights for the
sparse coefficients proportional to the distance between the query image and the
dictionary atoms. Sparse representation-based classification by iterative
class-elimination (SRICE) [67]] proposed an algorithm that iteratively eliminates
number of classes corresponding to the maximum reconstruction error. Many other

sparsity based methods for face recognition are proposed [[68-78]
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2.5.1 SRC Method
In SRC algorithm, face image is expressed as a combination of small number of atoms
from face dictionary. This representation penalized by ¢; — norm of the coefficient

vector.

Given a set of training images A consist of face images form K classes. Let Ay =

[A1,Az- -, Ag] where AF = [vK v ... ,Vﬁk] € RN* is the matrix representation of
. k th . N

class k images and v; represent the """ image that class. Class k query image y € R

can be well represented by its class images in Ay as
g
y=Y av; (2.5)
i=1

using the matrix representation of all training images A, equation can be
reformulated as

y = Axp (2.6)

where the entries of the coefficient vector xg = [0, - ,O,a’f,ag, e ,aﬁk,(), ---,0]7 are
all zeros except those at positions associated with k" class. In this case, if the

coefficient vector corresponding to a test image is correctly given, the class of that

image can be determined.

Although SRC uses the whole training images to represent the test image y, it assumes
that the image can be sufficiently represented by using only the training samples of the
same class, which gives the sparsest possible solution among all. SRC looks for the
sparsest possible solution for equation 2.6 by solving the optimization problem given
below:

X = argmin ||x||p subjectto Ax=Yy 2.7)
X

12



If the number of nonzero coefficients in x is less than N/2, then the solution is
unique [79]. Since ¢y — minimizationis NP-hard, SRC uses the theories of compressed
sensing and sparse representation in [80], [81] and [82] to solve this problem using

{1 — minimization described as:

X = argmin ||x||; subjectto Ax=y (2.8)
X

After solving the optimization problem described above and finding the sparse vector
X, the identification of the test image can be achieved by computing the residuals
corresponding to each class, then selecting the one with the least value. computing the

residual for class k can be computed as:

re(y) = [ly — A&(X)|2 (2.9)

where §; : RV — R is a function that selects the coefficients % that correspond to k"

class.

Solving equation 2.8|required that the dictionary A to be over-complete, in other words,
the feature dimensions is much less than the number of training facial images, i.e.
N << n. If this condition satisfied, the system becomes undetermined and has multiple
solutions from which the sparsest one is selected. However, in reality, the dimensions
of the facial images are very high and the number of training images is limited. So,
one of the dimensionality reduction techniques like PCA [5[], LDA [6]], LPP [7] should
be applied as

7 =Ry = RAx € R? (2.10)

where R € RN with d << N is the dimensionality reduction matrix.

13



2.6 Support Vector Machines (SVM)

SVM [83] is a classification method that has been extensively studied and modified
[84-88]. It consists of two phases; training phase and classification phase. In training
phase, the method seeks a hyper-plane that separates the two classes and maximizes
the marginal distance between the points from different classes. In classification stage,
given a new data point, SVM finds out to which side of the separating hyper-plane it

belongs and based on that SVM decides the class of the test point.

Figure 2.2: Illustration of SVM Classifier

Given n training points (x1,y1), (x2,¥2),- -+, (X1, ¥n), where x; € RY represent the data

point and y; € {—1,41}. The separating hyper-plane can be defined as:

{x: f(x)=x"B+PBo=0} (2.11)

where ||B|| = 1. SVM searches for the largest margin between these data points in class

+1 and class —1. see figure The optimization problem can be formulated as:

min M

BvBO

subjectto y;(x! B+Bo) =M, i=1,---,n (2.12)
1Bl =1

The derivation of this problem will not be considered here. Using the theories of

14



convex optimization, the solution to equation for B can be expressed as:

B=Y dyixi 2.13)

i=1

where the nonzero coefficients &; called support vector since [ is represented in terms

of them.

Given the vectors B and Py, the classification function for this data set can be written

as:

class(x) = sign [XT[AS + BO] (2.14)

Having completed the literature review part of this thesis. We will present our own

contributions in the next chapters.
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Chapter 3

METHODOLOGY

In this chapter, section [3.1] presents a deeper look at the dimensionality reduction
methods that are applied to the face images as a pre-processing step before
implementing the face recognition methods. Description of the face databases and
main challenges in each one are explained in section Section explains the
performance evaluation criteria of the proposed methods.

3.1 Dimensionality Reduction

Real data signals, such as digital images, biomedical signals, and speech signals, have
high dimensionality. This makes any processing to such kind of signals
computationally expensive. In order to overcome this problem, its dimensionality
needs to be reduced. Dimensionality reduction is mapping from high-dimensional
representation of data to a meaningful lower dimensional space. It keeps the
meaningful variation in the data and abandons the uninformative variances.
Dimensionality reduction mitigates the undesired properties in the high dimensional
spaces [89] and facilitates many operations on signal processing such as image

classifications and compression.

Mathematically, if the original feature space is of dimension D contains n signals
X1,X2,- -+, X,. Bach x; € RP is projected into a lower dimensional subspace to produce

Y1,¥2,--,yn where y; € R4 To reduce the dimensionality we need the new

16



dimensionality d < D. In matrix notation, let the matrix X € RP*7 describes the input

feature space such that the "

column of X represent the signal x; in the
D-dimensional space. The linear projection from D to d dimensional space is given
by Y = PTX € R?*", where Y contains the n projected signals in d—dimensional

space, and P € RP*4

is the projection matrix.
3.1.1 Principal Component Analysis (PCA)
PCA is one of the most used methods for unsupervised dimensionality
reduction [5,90-92]. It makes use of the data redundancy in the training set, so it can
be represented in a more compressed form. PCA projects the data vectors along the
directions of maximum variances. Equivalently, it searches for the projections with

minimum mean-squared distance between the vectors and their projections on the

principal components.

Assume we have an n input data samples of dimension D, represented by the column of
the input matrix X = [x1,x2, - ,x,] € RP*". PCA transforms X into lower dimensional
signals Y according to

Y =P' (X - ux) (3.1)

where ux is a vector of the average values of the input signals defined by the following
relation

ux = E[X] =

S| =

Y (3.2)
i=1

The projection matrix P in equation (3.1)) is computed using the covariance matrix of
the input signals Cx, of size D x D. The covariance is a measure of the relative spread
or variability, form the means, between two dimensions. Assuming A is the input

matrix after subtracting the mean from each vector, i.e. A = [x| —ux,xp —ux, - , X, —
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ux] It can be computed as

= (3.3)

The eigenvectors of Cx form the basis vectors for the new subspace where we want
to project the data points. The eigenvalues defines the variances after projection on its
corresponding eigenvector. Since the size covariance matrix is D X D, The number of
its eigenvectors is D. The eigenvectors ,in R?, corresponding to the largest eigenvalues

are called the principal components.

Columns of the matrix P are the principal components of the covariance matrix Cx in
descending order based on the values of the corresponding eigenvalues. If we want the

dimensionality of the new subspace to be d, then we will keep the first d eigenvectors.

When dealing with digital images, for example, the dimension D will be very high.
and the computation of eigenvalues/eigenvectors of matrix AA’ becomes
computationally expensive and not possible in some cases. The alternate way to find
them is by computing eigenvalues and eigenvectors of ATA € R"". The nonzero
eigenvalues of AA” and ATA are the same, they have at most n — 1 nonzero
eigenvalues. The eigenvectors of AA” can be found by the relation V = AU where U

and V are the matrices of the eigenvectors of AT A and AAT, respectively.

The representation coefficients oy, in the transformation domain, for any input vector
x; can be computed as o = P7 (x; — ux). 04 is a compact and unique representation of

x;. When the face images are used as input signals, it is referred to these eigenvectors
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as eigenfaces [J5]].
3.2 Face Databases

Face databases are used to evaluate the performance of the face recognition algorithms.
Since experiments on one database are not enough to show the performance of the
recognition system, several databases should be used. The database should be big with
large number of classes. The images should also be taken under various conditions,
such as lightning conditions and illuminations, pose variations, facial expressions, and
occlusion. Considering the previous remarks, we have selected four standard databases

which are ORL [93]], Extended Yale-B [94], AR [95], and LFW [96].

Figure 3.1: Sample images for one person in ORL database

3.2.1 ORL Database

ORL face database consists of four hundreds facial-images from 40 males and
females. ten face images are taken for each person with variances in illumination,
expressions (open eyes / closed eyes, smiling / not smiling) and details (glasses/ no
glasses). Each image is cropped to 92 x 112 pixels. Images are frontal view of the
faces with rotation and tilting tolerance of 20°. Figure [3.1] shows the images of one

person in ORL database.
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3.2.2 Extended Yale-B Database

Extended Yale Face Database [97]] consists of 2414 images for 38 subjects. Images
are taken under 64 illumination conditions in frontal pose. They can be divided into 5
illumination groups according to the angle of light source. 60 images for each person
are used. The images are cropped to 168 x 192 pixels. Figure[3.2]shows sample images

for one person in this database.

Figﬁré 3.2: Sample images for one person in ORL database

3.2.3 AR Database

AR database [95] has been created by Aleix Martinez and Robert Benavente. It has
more than 4000 colored face images for 126 persons (70 men and 56 women), samples
of AR images for one person are shown in figure 3.3 Frontal view images with various
facial expressions as shown in figure [3.3(b), illumination conditions as shown in figure
c), and occlusion as shown in figure d,e). The images are taken in two sessions

which are separated by 14 days. No restrictions on make-up, hair style, or clothes.

From this database we randomly selects 100 persons for 50 men and 50 women. For
each individual, 26 images, a subset of these images are selected for training and the
remaining images are used for testing procedure. Each image is cropped to dimension

165 x 120 pixels.
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Figure 3.3: Sample images for one person in AR database.

3.2.4 LFW Database
Labeled Faces in the Wild (LFW) is a face database that contains more than 13000

images collected from the web. Images are taken for 5749 persons. It has many
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variations and large diversity.

In this thesis, we use the cropped version of this database LFWcrop, where only the
center portion of the images are kept. The images are cropped to 64 x 64 pixels and
the background is removed. From this database, we use 100 subjects. For each person,

we select 6 images. Image samples for one person is shown in figure [3.4]

Figure 3.4: Sample images for one person in LFW database

3.3 Performance Evaluation

In order to show the competitive performance of the proposed methods, They are
tested and compared with the equivalent state-of-the art methods. The evaluation of
the performance is measured by the recognition accuracy, where the recognition
accuracy is the ratio between the number of the test images that are classified to their

correct classes and the number of the test images that are incorrectly classified.

Stability and convergence of the optimization problem in each one of the proposed
method is studied and. The stability and convergence are proved by performing
simulations to show the progress of the value of the objective function with every

iteration.
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Chapter 4

SPARSIFYING TRANSFORM LEARNING FOR FACE
IMAGE CLASSIFICATION

4.1 Introduction

This chapter presents a method for face identification based on sparsifying transform
learning [98]. The main goal of the proposed method is to train a dictionary such that
it can sparsify the image vectors in a pattern depending on its class. Based on this
distinguishing pattern, the classifications process uses the transformation of the image
to specify its class. The classification is simple and fast; it depends on comparing the

norms of the parts of vector belonging to each class in the transform domain.

The next sections of this chapter are as follows. Details of the method are discussed in
Section Section 4.3| presents the solution procedure for the method. Classification
process is explained in section . Analysis of the computational cost of the method
introduced in sec|.5] Experimental validation with face image databases are discussed
in Sectiond.6] Summary of the conclusion in Section

4.2 Proposed Method

In sparsity based approaches for image recognition, the test image is represented as a
liner combination of trained synthesis dictionary. The atoms of the dictionary are
arranged according to the classes they belong to. Although SRC achieves high

recognition rates, ¢| — minimization process is required each time a new image
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needed to be identified, which impose a high computational cost.

To avoid the high cost of minimization problems with each identification process,
Taking into account the dual relation between analysis and synthesis transformation,
and we proposed sparsifying transform for image classification or STLC method,
based on sparsifying transform proposed in [98]]. We construct a dictionary capable of
sparsifying the image in a way where the sparse coefficients are scattered in specific
distribution depending on the image class. The algorithm uses this distribution pattern

to classify the query images.

In classification process, the test image will be transformed by the trained dictionary
and based on the distribution pattern and values of the nonzero coefficients in the
transform domain, the method will decide to which class it belongs.

4.2.1 Problem Formulation and Objective Function

Given n training samples in N — dimensional space, from K classes. k™ class

represented in a matrix form as

Yk:[ylfaygv"'ayﬁk]ERNX”I(» k:1,2,...,K (41)

here y{f and ny are the i™ image and number of samples in class k, respectively. Here

the superscript used to indicate class number. Denote Y as the matrix of all classes:

Y=Ly .. YKl e RV (4.2)

The objective is to create a sparsifying dictionary W € RL*N appropriate to image

classification. Besides the capability of W to sparsify any training image y;, the
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nonzero coefficients in the sparse transformed vector Wy; should have a

distinguishing pattern depending on the class of y;.

Let the sparse code of WY be X. The question of creating the matrix W can be
formulated as

(P1) min||Wy —X|[%, s.t. | Xillo < s; Vi (4.3)

where || Xi||o < s constraint implies sparsity level of each columns of X. Since the
purpose of the matrix W is image identification, we do not care about the dictionary

capability of image reconstruction.

The sparse code X is computed by the element-wise product of the transformed images
WY and the matrix P € R,

X=WYoP 4.4)

where o denotes the element wise product. The matrix P determines the sparsity pattern
in the transform domain. It has been introduced in this work in order to make the non-
zero coefficients of the transformed training image to be in specific positions during
the dictionary learning. Each column in P controls the transformation of one training
image. Matrix P enforces the trained dictionary to transform the images that belong
to one class to a specific pattern. There are various options for choosing the sparsity
pattern matrix. In this work, the entries of P are zeros except non-overlapping sub-
blocks of ones at its diagonal, which is shown in white in figure Each sub-block
By € R¥%* k= 1,...,K corresponds to one class, for example, the upper left white
sub-block corresponds to the first class. As mentioned earlier, ny, is the number of class

k training samples. sy is the sparsity level of the vectors in X corresponding to class k.
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Figure 4.1: Cropped P matrix. The small white blocks determine the positions of
sparse nonzero coefficients of the corresponding vector. Also the relative length of the
white block gives indication of the sparsity level of each vector.

4.2.2 Trivial Solution

Although The optimization problem (P1) considers the fitting of the transform model
to the data under the given sparsity constraint, it has a serious defect. It suffers from the
trivial solution W = 0 and X = 0. Similar to the ideas in analysis dictionary learning
[99./100] and analysis dictionary learning [101,/102], we introduce additional penalties
or constraints on the norm of W in the proposed minimization problem as follows.

(P2)min ||[WY — X ||% 4 A[[W |7 — Ao log |W]%
wX (4.5)

st [ Xillo < sy, Vi

where A; and A, are the penalty parameters. The added penalty term
MI[W|% — Xalog||W||% ensures that W will not go to zero. With these penalty
functions, ||W||% is bounded below by a value determined by the ratio A, /A;. For the
purposes of image recognition, the actual value of the matrix norm is not an issue as
long as the algorithm aims to do face recognition only.

4.3 Solution Procedure

The problem in equation (#.5]) can be achieved iteratively by alternating between two

steps; sparse coding and dictionary update.
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4.3.1 Sparse Coding Step

Solve equation (4.5) by updating X while keeping W fixed
min |WY — X[z, s.t. | Xiflo <, Vi (4.6)

the solution of the above equation for X can be found by point-wise product with the
sparsity pattern matrix as in equation (4.4)). This will preserve the coefficients in X that
is in the same positions of ones in matrix P.

4.3.2 Dictionary Update Step

Solve equation 4.5 by updating W while keeping X fixed. Equation [4.5]is switched to

following minimization problem
min|[WY — X |7+ [W 7 — Az log |W |7 4.7)

The optimization problem in equation is non-convex. To illustrate this fact, figure
[4.2) shows a plot of A;||W||% — Az log||[W|%. W is a diagonal 2X2 matrix. To clarify
the figure, the parameters A; and A, were set to 1 and 20, respectively. Even though
the figure proves the non-convexity of the optimization problem, it still can be solved
using gradient descent algorithm with fixed or backtracking line search [103]. The

gradient formulas for the terms in the objective function [104] are

Vi [WI[F = 2w (4.8)
Vi |[WY —X|% =2wyyT —2xyT (4.9)
2W
Vi log |W|[7 = TWIE (4.10)
F

The dictionary W can be initialized randomly and different stopping rules can be

applied for the gradient algorithm iterations, such as the change in the norm of the
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gradient, or the best recognition rate as in our case. However, the algorithm converges
very quickly after few numbers of iterations as we will show in the experimental

results section.
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Figure 4.2: PLot of A ||W||%2 — A, log||W||% of 2X2 diagonal matrix W. The x and y
axis indicate the first and second diagonal entries of W. A; = 1, A, = 20.

4.4 Classification
Given a new query image y that belongs to one class of the training subjects, the test

image will first be transformed by the trained dictionary W as in the following equation

x=Wy (4.11)

where the significant nonzero coefficients of the transformation vector x is expected to
be concentrated in the positions that associated with the image class and small value
coefficients in the positions that associated with the other classes as shown in Figure

4.3]
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Assume that, for each class k, we have a function &y (x) : RE — R, that selects only
the coefficients in x corresponding to class k. Then the test image y will be assigned

based on the minimum ¢> — norm as

class(y) = argmin |8 (x)||3 (4.12)
k
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Figure 4.3: Sparse coefficients. (a) Original image form the first class of extended Yale
B face database of size 192 x 168. (b) Downsampled image to size 24 x 21. (c) The
coefficients in the vector representation of the downsampled image in the transform
domain, the coefficients are downsampled by factor of 4 for clear appearance. (d) The
norms of coefficients belonging to each class.

4.5 Convergence and Computational Complexity

The algorithm described in (P2) can be achieved iteratively by alternating between
two steps; sparse coding and dictionary update. The objective function is theoretically
bounded below by A, /A;. The convergence in terms of recognition rate is proved

empirically as we will see in the experimental result section.

We run the algorithm implemented by outer iterations for sparse coding. Inner
iterations to calculate the gradient descent algorithm. YY” computed only once

during the whole process and requires N>L product-sum operations.
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The sparse coding step in each iteration involves the computation of WY o P which
requires approximately NL? product-sum operations. It also includes the computation
of XY which requires oNL? operations, where o is the ratio of nonzero elements in

matrix P. Thus the sparse coding iteration requires (1 4 o,)NL? operations.

In each dictionary update round, we need to compute WYY7 which requires 2NL?
product-sum operations and ||W ||% which requires NL operations. Thus the dictionary

update step requires NL(2L + 1) operations.

Since the number of outer and inner iterations are fixed, then in total it requires O(NL?)
product-sum operations. Where N, as mentioned earlier, is the space dimensionality,
and L is the number of rows in W, which is less than or equal the number of training
images.

4.6 Experimental Validation

We test our method with three benchmark databases; ORL [93]], AR [95]] and the
extended-Yale [94] databases. 2-fold cross validation was used. The parameters A1, A,
were set to 1 x 10 and 1 x 108, respectively. The number of the outer and inner
iterations were set to 200 and 100, respectively. The dictionary initialized as W = Y7,
so L = n. The simulations were carried out with Intel Xeon CPU at 2.2GHz and 8GB
memory.

4.6.1 Stability and Convergence of The Proposed Method

Figure 4.4] shows the progress of the proposed algorithm over iterations. The value

12;, 1S

WY — X|

of main part of the objective function in optimization problem (P2),

monotonically decreasing over iterations. At the first few iterations, the figure shows a

fast change then it reaches its steady state value.

30



« 101

Value of Objective Function

O 1 1 1 1 1 1 1 1 1
0 20 40 60 80 100 120 140 160 180 200
lteration Number
Figure 4.4: Value of objective function ||[WY — X ||% versus iteration number with ORL

database.

4.6.2 ORL Face Database

ORL face database consists of four hundreds facial-images from 40 males and females.
10 sample images are taken for each person with variances in illumination, expressions
and details. Each image is cropped to 92 x 112 pixels. Images are frontal view of the
faces with rotation and tilting tolerance of 20°. The proposed method is tested with

feature dimensions of 42, 72, 100 and 168.

Table 4.1: Recognition rate (%) for NN, SVM, SRC and proposed method (STLC) on
ORL database for several dimensions (D).
| Dimension(D) || 42 | 72 | 100 | 168 |

As shown in table the proposed method achieves a recognition rate of 92% and

NN 90.6 | 91.1 | 90.8 | 91.00
SVM 89.0 | 90.7 | 909 | 92.9
SRC 91.6 | 93.00 | 90.8 | 78.50
STLC 87.2 | 89.8 | 92.0 | 92.5
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Table 4.2: Recognition rate (%) for NN, SVM, SRC and proposed method (M) on
extended Yale B database for several dimensions (D).

D 56 120 224 504 1116

M 8x7 | 12x10 | 16 x14 | 24x 21 | 36 x 31

NN 50.44 | 62.54 | 68.86 | 75.44 | 78.60

SVM 90.79 | 92.72 | 93.86 | 94.65 | 94.47

SRC 94.82 | 95.53 | 9693 | 97.28 | 95.39
Proposed method || 79.12 | 92.81 | 95.88 | 97.11 | 98.16

92.5% at feature dimensions of 100D and 168D, respectively. STLC outperforms the
other methods at 100D. At lower dimensions the other methods achieves a slightly
higher performance than STLC. In general, with ORL database, the recognition rates

for all of these methods are close.
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Figure 4.5: Recognition rate vs iteration number with changing dimensions on
Extended Yale B database.
4.6.3 Extended Yale B Face Database
This database consist of 38 persons with total of 2414 face images taken from

different angles under various lightning conditions [97]. They were cropped to size

192 x 168 pixels. Each person has about 60 images. 30 images used for training and
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30 images for testing. The recognition rates and the computational cost are computed
for images down sampled by ratios 1/24, 1/16, 1/12, 1/8 and 1/5. The

corresponding dimensions are 56, 120, 224, 504 and 1116.

In terms of recognition rate, the algorithm for all dimensions converges after few
number of iterations as shown in figure .5 It is clear that the recognition rates
increase with larger dimensional feature spaces. The difference decreases with large
dimensions. Table 4.2| shows the recognition accuracy for the proposed algorithm and
other known methods. The proposed method outperforms the NN in all dimensions.
SRC and SVM have higher accuracy at low dimensional features. As the dimension
increases the proposed method becomes comparable to SRC and SVM until it
outperforms them. We note that the recognition accuracy of SRC drops at 1116D, this
is due to the fact that SRC works well for under-determined system of linear
equations [58], but with this dimension, the size of the system matrix A in equation

D.8lis 1116 x 1140.

Figured.6|shows the computational time for each dictionary update step because. It has
the dominant computational cost. the computational time increases with the dimension
of feature space, but still moderate. Once the dictionary constructed, The classification
process is very fast and needs very computational cost. The higher dimensionality does
not severely affect the computation time of the classification process in the proposed

method as it does with SRC and SVM.

Table 4.3| shows the average time elapsed in seconds in the classification stage for
each test image in SVM, SRC and STLC. SRC implementation uses Matlab code

f1eq_pd from ¢;magic [105]). It is obvious from the table that the time required for the
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Table 4.3: Average computational time for each test image in seconds for SVM, SRC
and proposed method (M) on extended Yale B database for several dimensions.

D 56 120 | 224 | 504
M 8x7 12x10 | 16 x14 | 24 x21
SVM 0.8056 | 0.8346 | 0.9779 | 1.1778
SRC 0.8021 | 1.2575 | 1.6550 | 1.5794

Proposed method || 0.0005 | 0.0007 | 0.0010 | 0.0014

proposed method to identify a new image is about

1000 times less than SRC and

SVM at 504D. The difference of the computational times between the proposed

method and other methods is due to its simplicity of the classification process which

consists of one matrix-vector multiplication and norm comparisons. For SRC method,

two observations can be made. The first observation is that SRC has the highest

computational time since it needs to perform ¢; — minimization for each test image.

This comparison shows the advantage of the proposed method, It achieves both goals;

the high recognition rate and the fast recognition process.
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Figure 4.7: Recognition rate vs iteration number with changing dimensions on AR
database.

4.6.4 AR Database

AR has more than 4000 images for 126 males and females. For each person, 26 face
images taken under various conditions. each image is cropped to dimension 165 x 120.
In our test, We randomly select 100 persons for 50 men and 50 women. For each
individual, 26 images, half of them are selected randomly for training and the others for
testing. After converting the images to gray scale, the recognition rates are computed
for feature dimensions of 54, 130, 192, 315, 540 and 1230, corresponding to down-

samplin ratios , R s . an .
pling by ratios 1/18,1/12,1/10, 1/8, 1/6 and 1/4

As shown in figure the convergence speed with AR database is almost the same
as the convergence speed with Yale database. The recognition rate increases rapidly at

the first few iterations.

Figure shows the recognition rates for the proposed method, NN, SVM and SRC.

STLC achieves recognition accuracy between 94.0% for 130D feature space and
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Figure 4.8: Recognition rate for NN, SVM, SRC and STLC methods on AR database
for several dimensions.

97.4% for 1230D feature space. The comparison among these methods is the same as
in extended yale B database.

4.7 Conclusion

We proposed a new face recognition algorithm, namely STLC. The proposed method
learns a transformation dictionary to sparsify the image in a discriminative pattern such
that the nonzero sparse coefficients are in places related to their class. Unlike other
sparsity based methods, the proposed method has a very fast classification process
that only compute and compare the norm of the coefficients belonging to each class.
Simulation results on two different databases have shown the advantage and the high
accuracy of this approach. Although other techniques have shown to be better in terms
of accuracy at low dimensions, STLC still distinguished with its low computational

cost and can be used as a stand-alone classifier.
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Chapter 5

SPARSE /,-NORM REGULARIZED REGRESSION FOR
FACE CLASSIFICATION

5.1 Introduction

In this chapter a second new idea for face recognition is proposed. This method is a
regression based method. It transforms the images into sparse vector using

regularization terms.

The contributions of this chapter can be stated as follows:
e A regression based image classification algorithm is proposed. The method
uses ¢/, —norm regularized objective function to prevent overlapping of nonzero

coefficients that belong to different classes.

e The proposed method transform images to sparse vectors using ¢y — norm

constraint.

e Simulation results verify that our method is competitive and superior to the

alternative projection based methods.

The remaining sections of this chapter are arranged as following. Section[5.2]discusses
the details of the method. Section presents the solution procedure for the method.
Classification procedure is explained in section Simulations and experiments are

discussed in section [5.5] Finally, section [5.6] summarizes and concludes the proposed
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method.

5.2 Problem Formulation and Objective Function
Given n training face images for K persons. In matrix form, the n; images from k™

class can be represented as:

Yk = [)’klaYkZ,' o »}’knk] € Rank7 k= 1727'"7K (51)

And the matrix representation of all subjects is represented as:

Y =[1,Y,- Yk € RV (5.2)

To train the dictionary W, we have formulated the following problem

K K
1) min WY X[} ~Alog |} Y IWixi— WY}
) i=1 j=1
i#] (5.3)
S.t. HX,'H() <s; Vi
where W is a sub-matrix of W such that W = W[ W} --- 'WE]T. For simplicity, we

assume here that each submatrix W; is a representation of consecutive number of rows
in W. But in the real implementation of the algorithm, W; represent distributed rows
in W where we keep the largest s coefficients in each column as explained in the next

section.

The rational of this objective function is to increase the inner product between the
transformations of the images that belong to the same class and to decrease the inner
product between the transformations of the images that belong to different class. This

claim becomes obvious when we expand second term in the objective function as

|WiY; — WY||7 = (WYl 7 + |WY][7 — 2(WiY) T (WiYy) (5.4)
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In other words, ideally, W will transform images to sparse vectors where the positions
of nonzero coefficients for image transformation will not overlap with image

transformation of other classes.

5.3 Solution Procedure
The solution of the nonconvex optimization problem (P1) can be achieved iteratively

by alternating between two steps; sparse coding and dictionary update as shown in

algorithm [1].

Algorithm 1 solution Procedure
INPUT: Training images: ¥, € RV k=1,2,... K

Initialize zero matrix Index.
Initialize zero matrix X.
for i = 1 to Number of iterations do

X = WY-Transformation of class k training images

X = f(x)- where f is a function that keeps the largest s coefficients in each
column of X and zeroing all others.

fori=kto K do
7: Index[:,k]= vector of indices of the largest s coefficients in for each class
after excluding indices for previous classes Index[:, j],j < k

8: Calculate Wy, according to equation

DR

a

5.3.1 Sparse Coding
Solve (P1) by updating the vector X while keeping the dictionary W fixed. The given

problem turns to the following equation
n}(inHWY—XH%, st || Xillo < s Vi (5.5)

The solution of the above equation for X can be found by zeroing all except the largest
s coefficients in each column of matrix WY. The indices of the remaining nonzero

coefficients are kept in a database to be used in image classification process.
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5.3.2 Dictionary Update
Solve (P1) by updating W while keeping X fixed. In this step (P1) is switched to

following minimization problem

K K
: 2 2
min WY —X||} — Mlog [g}; Wi =W 3] 5.6)

i#j
Optimization problem (5.6) has a convex differentiable objective function in W.
Minimizing this objective function can be achieved by computing its derivative with
respect to W and then solve for W that makes the gradient zero. The gradient of the
first part is

Vw|WY —X|% =2wyyT —2xyT (5.7)

To find the derivative of the second part of the objective function, consider

>

K

Z Z IWiY; — WY 7 (5.8)
_#,_
and
f(W) =log[g(W)] (5.9)

Now, the derivative of f(W) can be computed using the partial derivative aank as follows

1 dg Og og 17
Vi f = [ i S ] 5.10
W= ew) Lawrawy awg (5-10)
To compute ;—w‘;k, We first expand li to find the terms that includes W
g—leWkYk—WY||F+Z||WY Wil 7 (5.11)
]_1 i=1
i#] i#j
K K
+Y Y 1wy — w7 (5.12)
=1 j=1
ik
i#]
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K K

—2Z||WkYk WYHF+ZZHWY WiY;l7 (5.13)
j=1
JjFk l7ék]7ék
i#j

The second part of this equation does not depend on W, so its derivative is zero. Hence

K

Z WYy — WY )Yy
8wk =1
75

© (5.14)
=4[(K - D)WY — Y WY, vg
j=1
J#k
To find the minimum value of the objective function we solve the following equation
for every Wy,
K
Wi [2rYT —an(K — 1)Y¥E] —2xyT + 4A(ZWij) vI=0 (515
j=1
J#k

Finally, we obtain the following closed form solution for each W

Wk:[zny—M(K—l)YkY,?}1[2XYT 4x<g )YK] (5.16)

5.4 Classification
Given a new face image yy., to be classified to one of the classes, a new test image

will be transformed using the dictionary W as
X = Wynew (5.17)

Consider a function 8 (x) : R — RS for each class k, which only selects the coefficients
in x that correspond to class k. Then based on the maximum ¢>-norm of the selected

coefficients, the test image y will be classified to its class as

class(Ynew) = argmax || (x)||3 (5.18)
k
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Figure [5.1 shows an example of image transformation. In this example, the test image
in figure[5.1](a) is selected from the first class of AR database. The normalized sparse
vector x that is obtained is shown in figure [5.1[(b). Figure [5.1}(c) shows the normalized
norms of coefficients of vector x for each class, it is obvious that the first class has the

maximum norm.
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Figure 5.1: Example of an image transformation. (a) Test image. (b) The sparse
coefficient vector x. (c) Norm of coefficients for each subject.
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5.5 Experimental Validation

We test our algorithm with the standard face databases ORL [93]], AR [95], the
extended-YaleB face database [94] and LFW databases [96]. The performance of the
proposed algorithm was compared with other projection based methods in literature,
i.e., PCA, LFDA [6], LPP [7], SPP [[106], CRP, and SVM [62]]. The classifier that is

used with these algorithms is k-nearest neighbor.
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Figure 5.2: Value of objective function ||WY — X||2 versus iteration number with ORL

database.

In the experiments on LFW database, 10-fold validation is used. On other databases,
[ face images for each subject are randomly selected to construct the transformation
dictionary and the remaining are used for testing. Number of training images /={2, 6}

for ORL face database, [={4, 8, 16} for AR face database and /={8, 16} for extended

YaleB face database.
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The regularization variable A is set to 1 x 107 . Number of the iterations is 50. The
ratio of nonzero coefficients is selected to be 10% of the total coefficients . The
simulations are carried out with Intel 177500U CPU at 2.7GHz and 2.9 GHz and
12GB memory.

5.5.1 Stability and Convergence of The Proposed Method

The stability and convergence of the proposed method is tested with ORL Database.
As shown in figure [5.2] the value of the objective is monotonically decreasing and

reach the stability after few iterations.
5.5.2 ORL Database

ORL [93] contains 400 facial-images captured for 40 persons, 10 sample images for
each one. They were taken with variances in illumination, facial expressions and facial
details. Each image was cropped to size 92 x 112 pixels. Simulation results listed in

table shows that our method achieves the highest recognition rate.

Table 5.1: Recognition rates (%) of state-of-the-art and the proposed methods on
ORL face database

Training | 5\ 1 EpA LPP SPP CRP Ssvm Froposed
samples method

[=2 746 926 885 90.1 898 924 93.1
[=6 824 978 957 974 96.6 97.8 98.3

5.5.3 AR Database

A subset of AR face database has been randomly selected. The selected subset consists
of 100 persons for 50 women and 50 men. For each one, 26 gray scale face images of
dimension 165 x 120 pixels are used for training and testing the proposed algorithm.

Sample face images are shown in figure

Simulation results are shown in table[5.2] We can conclude that the proposed method

achieves the best rates among all methods. The recognition rates for the proposed
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method and CRP are very close when the number of training images is 16.

Table 5.2: Recognition rates (%) of state-of-the-art and the proposed methods on AR
face database.

Training | o\ | EpA LPP SPP CRP svm Froposed
samples method

=4 55,6 697 67.1 662 743 704 75.1
=8 61.7 786 694 796 795 76.2 81.4
=16 80.7 947 944 972 98.0 949 98.1

5.5.4 Extended Yale B Database

Extended Yale B comprises 38 persons with 2414 frontal person’s face images.
They were captured from different angles under different lightning conditions. The
images were cropped to the size 192 x 168 pixels. Each person has about 60 samples.
30 image samples are used for training and 30 image samples for testing. In these
experiments, PCA was used to reduce the feature dimensions to 120. Figure [5.4(a)
shows subset of face images of one person. Table [5.3|shows the simulation results for

different number of randomly selected training images.

The proposed method is also tested under occlusion and corruption as shown in figure
[5.4(b) and figure[5.4]c), respectively. Table [5.4]shows the recognition rates under 20%
occlusion, where baboon image is added to the original images, as shown in figure

[5.4(b). Results of experiments under 20% corruption are shown in table[5.5]

All simulation results in tables [5.3] [5.4] and [5.5] show the superiority of the proposed
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Figure 5.4: Sample images of Extended Yale B database of (a) Samples for one person.
(b) Samples with 20% occlusion . (¢) Samples with 20% corruption.

Table 5.3: Recognition rates (%) of state-of-the-art and the proposed methods on
YaleB database

Training | 5\ | EpA LPP SPP CRP Ssvm  Froposed
samples method

=8 63.6 782 703 814 80.6 79.1 82.2
=16 723 954 953 972 963 956 97.3

method over other methods. The proposed method achieves 97.3% recognition rate
at [ = 16. Even though the performance degrade to 90.7% in case of occluded and
to 91.6% in case of corrupted images, The proposed method still have the highest

recognition rate compared to other methods under the same conditions.
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Table 5.4: Recognition rates (%) of state-of-the-art and the proposed methods on
Extended YaleB face database with 20% block occlusion

Training | o\ | EpA LPP sPP CRP svm Froposed
samples method
1=8 524 607 694 698 716 613 71.1
I=16 | 602 859 866 823 904 87.6  90.7

Table 5.5: Recognition rates (%) of state-of-the-art and the proposed methods on
Extended YaleB face database with 20% corruption

Training | 5\ 1 EpA LPP SPP CRP Svm Froposed
samples method
/=8 53.6 738 718 728 723 736  73.1
I=16 | 643 841 839 823 911 864 916

5.5.5 Experiments on LFW Database

For this database, 100 subjects of LFWa database [107]] were used. For each person, 6

images are selected. The images are cropped to eliminate the background, and resized

to 64 x 64. Figures[5.5(a, b, c) show samples of LFW, occluded LFW, and corrupted

LFW database, respectively .

Table 5.6: Recognition rates (%) of state-of-the-art and the proposed methods on

LFW database
Database PCA LFDA LPP SPP CRP SVM Elr;l;‘z;ed
LEW 669 941 925 938 951 942 95.3
Occluded LFW | 609 86.8 813 86.1 832 865 89.1
Corrupted LFW | 61.5 887 858 87.4 84.1 89.1 89.4

As in experiments with the previous databases, our method gets the highest recognition

rates among all methods with LFW database as shown in table [5.6]

5.6 Conclusion

A new regression based face recognition algorithm is proposed. The method uses ¢-

norm to transform the image into a sparse vector. It uses ¢>-norm regularization to

prevent the overlapping of nonzero coefficients that belongs to different subjects. The

proposed method is tested with different face databases. It is compared with other well-
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Figure 5.5: Sample images of LFW database of (a) Samples for one person. (b)
Samples with 20% occlusion . (¢) Samples with 20% corruption.

known methods. Results show the superiority of accuracy of our method. They also
show the robustness of the method under occlusion and corruption. Another advantage
of the proposed method is the low computational cost, since it only contains matrix

vector multiplication and norm computation to achieve the classification task.
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Chapter 6

SPARSE REGULARIZED REGRESSION BASED
METHOD FOR FACE RECOGNITION

6.1 Proposed Method

In this chapter, a novel ¢, —norm based regression method for feature extraction and
face images classification is proposed. The proposed algorithm consists of two stages.
The first stage is the projection matrix learning stage, where the training images are
used to construct a projection matrix such that it can transform the images into sparse
vectors. The sparsity patterns of the vectors are different for images of different
classes. The second stage is classification stage in which the algorithm uses the
matrix to transform the new images into sparse vectors, and then classify them based

on the obtained sparsity pattern.

The remaining parts of this chapter are organized in the following way: Section [6.]
provides detailed explanations of the proposed method. Section [6.2] presents the
solution procedure for the method. Classification process is explained in section [6.3]
In section simulation results are presented and discussed. Finally, summary and
conclusions are presented in section

6.1.1 Problem Formulation

Given n total number of training face images for K different persons, assume that the

k™ person has n; different images, we represent the face images of k" person in a
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matrix form as
Ye = k1:Yk2s - Vi, ] € RV*™  fk=1,2,...K (6.1)

where N represent the dimension of each image. The whole training images for all

persons also are arranged in matrix form as

Y =1,V Yg] € RV (6.2)

6.1.2 Projection Matrix Learning
We need to train a transformation dictionary W that transforms an image to a sparse
vector. The sparsity patterns of the vectors have to be different for images that belong
to different classes in order to be used in image classification process. The following
optimization problem has been formulated to train the matrix W
K
(P1) ar;gvrgm WY —X||% 4+ Z] IWY; — WYL [|7
: i—

K K
— s log [ZZ WY —wy;] | (6.3)
i

i£]

S.t. HZHO <s; Vi

where A and A, are the regularization parameters. er,i € R is row vector of ones
used to replicate the mean vector. Columns of X represent the sparse transformation

of training images. Y; is the mean of class i images.

§|>—

Z (6.4)

The goal of the proposed optimization problem is to train a transformation matrix that
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can transform the images to sparse codes to be used for classification. The image
transformation x has the following properties

e [t is a sparse vector with sparsity level s

e Nonzero coefficients are at the same locations for images of the same class and
do not overlap with nonzero coefficients with transformations of images that

belong to different classes.
e The />-norm of the nonzero coefficients should be maximized.

e The similarity between image transformations of different classes should be

minimized.

These properties are guaranteed by the optimization problem as explained next.
Determining the positions of nonzero coefficients will be explained in the solution
procedure of the optimization problem.

6.1.3 Rationale of The Objective Function

The term ||WY — X||% represent the error between the ideal sparse transformation X
and the actual image transformation WY. This term enforces the image transformation
to be sparse and close to the code X, where X is the sparse code that is obtained by

preserving the s largest coefficients in each column of matrix WY.

The second term of the proposed objective function, Y5 | [[WY; — WY1, |7, enforces
the transformations of images of the same class to be close to a specific central point
which is the transformation of the mean vector Y;. This will increase the similarity

between image transformations of the same class as shown in figure

The term —log ZlK:lZf:lHWY,- — WYJ-}H%} maximizes the /¢;-norm of image
i#]
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transformation vectors while reducing the similarity between image transformations
of different classes. This explanation becomes clear when we expand the function

inside the log function as

IWY: = WY,z = [IWY[E+ WYl[E - 2(WY)" (WY)) (6.5)

Ideally WY; and WY; will be orthogonal to each other.

Figure 6.1: Effect of transformation on distances between data points of different
classes

6.2 Solution Procedure

The proposed optimization problem (P1) can be solved for transformation matrix W
and the sparse codeX by iteratively updating X and W.

6.2.1 Update X

Keep the transformation matrix W fixed, update the sparse code matrix X. In this step

the proposed problem becomes
argmin |WY — X ||%, s.t. | X;]lo < s Vi (6.6)
X

As shown in algorithm[2] this optimization problem can be solved for X by finding the

52



Algorithm 2 Calculate X
INPUT: Dictionary: W € RE*N | Training images: ¥, € RV k=1,2,.... K

1: Initialize zero matrix Index.

2: Initialize zero matrix X.

3: fork=1to K do

4: T = WYy-Transformation of class k training images

5: my = ”l]_k Z?": | Tr j-mean vector of class k transformation

6: Index[:,k]= vector of indices of the largest s coefficients in my after excluding
indices for previous classes Index[:, j], j < k

7: fori=1ton; do

8: Xi|[Index[:,k|,i| = Ti[Index[:,k|,i],i = 1,...,n; , keep the largest s
coefficients

9: X = [Xl,Xz,...,XK]

positions of the s largest coefficients in the average vectors for images transformation
of each class k.
1

1y nkZWYkJ, K=1,...K (6.7)
J=

Then zeroing all coefficients in X, except those in the positions of the largest s
coefficients in the mean vector of the class my. Additional condition should be
satisfied, which is the nonzero coefficient positions for each class are mutually
exclusive sets.

6.2.2 Update W

Keep the sparse code matrix X fixed. Update the transformation dictionary W. The

optimization problem becomes

argmin WY — XIIF+ZHWY Y)II7

=1
(6.8)
—Mog[

uMa

K
Z |WY; — WY;] ||F
J:

i#]

Objective function in optimization problem (6.8) is convex differentiable function in

W. Gradient descent algorithm [103]] can be used to minimize this objective function.
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6.3 Classification Procedure

The Algorithm is proposed to recognize and classify a new test face image yye, into

one of the given subjects. First, The test image is transformed by dictionary W

X = Wynew (69)

Second, find the coefficients & (x) for each class k. Vector 8;(x) is constructed by
selecting the coefficients in vector x that correspond to class k. Then, the decision is
made by finding the maximum ¢, — norm of the class coefficients, the image yye,, will

be classified as

class(Ypew) = argmax || 8 (x) |3
k

(6.10)
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Figure 6.2: Value of objective function ||WY — X||2 versus iteration number with ORL

database.

6.4 Experimental Validation

Simulations are executed with different benchmark face databases; ORL [93]], the

extended-YaleB face database [94]], AR [95]] and LFW databases [96].
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The simulation results obtained for the proposed algorithm are compared with other
feature extraction methods in literature. The comparisons are made with PCA, LFDA
(6], LPP [7], SPP [106], CRP [62], and SVM. With these methods, the we use k-

Nearest Neighbor method.

Regularization parameter A; and A, are set to be 1 x 107> . Number of iterations is
set to 50. The projection matrix W is randomly initialized. The number of nonzero
coefficients in the sparse code is set to be 10% of the total number of coefficients.
6.4.1 Stability and Convergence of The Proposed Method

The stability and convergence of this algorithm is tested with ORL Database. Figure
6.2 shows the progress of the optimization function with iterations. The figures shows
that the value of the objective is monotonically decreasing and reach the stability after

few iterations.

6.4.2 ORL Database

A database [93]] of 400 human face images for forty persons. for each person, 10
images are captured under various conditions with different facial details, facial
expressions and illumination conditions. The simulations are performed with /={2, 4,
5} randomly selected training images. The simulation results are shown in Figure
It shows that the our method has the best performance for all number of training
images.

6.4.3 AR Database

A subset of 100 persons in AR database is randomly selected. The subset consists of

50 men and 50 women with 26 gray scale images of size 165 x 120 pixels for each one.

The proposed method is tested with diverse number of training images. Simulation

resultsare shown in figure The recognition rates for the proposed method and CRP
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Table 6.1: Recognition rates (%) of state-of-the-art and the proposed methods on Yale
B database

Training | 5\ 1 EDA PP SPP  CRP Svm Froposed
samples method
=2 | 45.14 59.05 5641 5548 602 583  65.44
I=4 | 5394 67.85 6523 6426 72.64 684  73.99
I=8 | 6376 7834 7048 8151 80.72 781  82.88

[=16 7231 9542 9541 97.29 9648 96.3 97.41

gure 6.6: Smples with occlusion in Yale database

6.4.4 Extended Yale B Face Database
Extended Yale B is database of 2414 frontal human face images for 38 persons,

60 images for each one. each image dimension is 192 x 168 pixels. Table [6.1] shows

simulations on this database with /={2, 4, 8, 16} randomly selected training images

for each person. From table [6.1] we can notice that our method achieved the highest

rates.

We also test the method with random block occlusion and corruption. Figures[6.5]and
[6.6]show samples images with corruption and occlusion, respectively. In random block

occlusion, 20% of the image pixels are covered by baboon image at random locations.
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In random corruption case, 20% of the image pixels are corrupted with random noise.
Simulation results on Yale database with occlusion and corruption are shown in tables
[6.2]and [6.3] respectively. Results clearly reveal the superiority of our method over the

others.

Table 6.2: Recognition rates (%) of state-of-the-art and the proposed methods on
Extended YaleB face database with 20% block occlusion

Traming | 5\ 1 EpA LPP SPP CRP Ssvm  Froposed
samples method
I=2 | 365 50.1 47.6 466 549 521 56.8
I=4 | 471 611 582 577 659 63.5 67.9
/=8 524 608 694 699 716 626 719

=16 60.2 859 86.8 823 904 872 91.6

6.4.5 LFW Database
For this database, 100 subjects of LFWa database [107] are selected. 6 images are
used For each person. The selected images are cropped to exclude the background,

and resized to dimensions of 64 x 64 pixels.

Table 6.3: Recognitionrates (%) of state-of-the-art and the proposed methods on
Extended YaleB face database with 20% corruption

Training | 5\ | EpA LPP SPP CRP Svm Froposed
samples method
I=2 | 470 613 584 576 659 624 683
I=4 | 501 643 613 608 689 652 709
/=8 537 739 718 728 725 746 739

[=16 683 905 84.8 873 87.0 909 91.2

The experiments on LFW database are also carried out with random corruption and
random block occlusion as shown in figures and [6.8] Table [6.4] shows that the
proposed method has the highest recognition rates among all methods with LFW

database.
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Table 6.4: Recognition rates (%) of state-of-the-art and the proposed methods on

LFW database
Database | PCA LFDA LPP SPP CRP svM L roposed
method
LFW 669 942 927 938 952 946 956

Occluded LFW | 61.1 869 814 86.2 832 &75 90.1
Corrupted LFW | 61.7 887 859 87.5 842 88.6 89.9

Figure 6.8: Samples with occlusion in LFW database

6.5 Conclusion

A new regression based method for feature extraction and face recognition is proposed.
The proposed method uses /p-norm constraint to enforce the image transformation to
be sparse. ¢>-norm regularization terms are used to increase the similarity between the
transformation of the same class, and to decrease the similarity between transformation
of different class. The proposed method has been tested under various face databases.
All the obtained simulation results show the superiority our method. Simulations also

show the high performance of the method under image corruption and occlusion.
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Chapter 7

CONCLUSIONS AND FUTURE WORK

7.1 Conclusions

Recognition accuracy and computational complexity are the two main factors used to
measure the performance and efficiency of any face recognition system. Therefore,
to develop a satisfactory method, researcher should focus on these two parameters

without de-emphasizing any of them.

In this thesis, three face recognition algorithms were developed. The proposed
methods were of regression based family of feature extraction and face recognition,
where a dictionary is trained to transform the images into a specific sparse vector to
be used in classification process. The proposed methods aim to project the face image
into discriminative form, which can be considered as feature extraction method. Also,
every method is integrated with a classifier that depends on /;-norm computation of
the sparse representation of the image in the transform domain to discover the image

class.

To evaluate the proposed algorithms, four benchmark databases were used. ORL,
Extended Yale B and AR were used to evaluate the first algorithm presented in
chapter 3. ORL, Extended Yale B, AR and LFWa were used to test the second
algorithm explained in chapter 4. The third algorithm presented in chapter 5 was

tested by ORL, Extended Yale B, AR and LFWa databases. These databases consist
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of face images with various facial variations, like lightning conditions, rotation angle,

facial expressions, etc.

The proposed methods are distinguished with their low computational cost and fast
classification process, which only consist of one matrix-vector multiplication and
norm computations. Recognition accuracies of the proposed algorithms are high and
satisfactory. The experimental results that have been carried out prove that our
methods have high and distinguished accuracy, especially the second and third
methods. Methods two and three, which are presented in chapters 4 and 5, show

robustness under image occlusion and corruption.
7.2 Future Work
The proposed methods that have been discussed in this thesis show promising results in
face recognition field. We will study the ability to extend our work to more challenging
conditions and with other applications than face recognition. In this section, we will
discuss other ideas for the future work:

e We will modify and apply the proposed methods on different disciplines. In

medical applications, for example, we believe that these algorithms are efficient

methods for recognizing Alzheimer disease and different kinds of tumors.

e We will apply the proposed methods under more challenging conditions and
environments such as bigger databases, low resolution images and corrupted

images.

e We will study the effect of integrating the proposed methods as a pre-processing

step for other methods in deep learning.
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