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ABSTRACT 

The a'm of th's study 's to use deep learn'ng methods for sent'ment analys's on a 

database of well-known documents. It a'ms to show the comparat've success of the 

prepared algor'thm aga'nst some publ'shed methods and to exam'ne the data 

dependency us'ng textual datasets. 

Sent'ment analys's (or op'n'on m'n'ng) 's a method used 'n natural language 

process'ng to analyze text documents and determ'ne the content of a text 'tem. Natural 

language process'ng (NLP) 's a branch of art'f'c'al 'ntell'gence (AI) that enables 

computers to understand and learn human language. When each word 's expressed as 

a vector, the mean'ngs of the words w'll be stored 'n the vectors, and the vectors of the 

words that have close mean'ngs w'll be close to each other. Words are converted 'nto 

mathemat'cal express'ons and the'r mean'ngs are reduced to data that computers can 

process by express'ng the'r prox'm'ty to another word mathemat'cally. In th's study, 

we a'med to use Word2Vec, LSA and CNN three popular text-based feature extract'on 

methods used 'n natural language process'ng and mach'ne learn'ng. Word2Vec 's 

tra'ned on a large text dataset to obta'n word vectors, ensur'ng that s'm'lar-mean'ng 

words are close together 'n the vector space. In th's way, the relat'onsh'ps and mean'ng 

s'm'lar't'es between words are reflected. LSA 's a text m'n'ng method used to extract 

semant'c content from large text datasets. LSA uses matr'x factor'zat'on techn'que to 

d'scover the structure between documents and words. We a'm to perform sent'ment 

analys's us'ng deep learn'ng models such as TextCNN and Conv1D.  
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TextCNN and Conv1D are convolut'onal neural networks effect've for feature 

extract'on and class'f'cat'on 'n text data. These models are used to extract features 

from text data and conduct sent'ment analys's. The datasets used 'nclude 

Sent'ment140, YELP, Amazon, and IMDB. 

Keywords: word, mach'ne learn'ng, lsa, word2vec, textcnn, cnn. 
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ÖZ 

Bu çalışmanın amacı b'r d'z' 'y' b'l'nen belge ver' tabanı üzer'nde duygu anal'z' 'ç'n 

der'n öğrenme yöntemler'n'n kullanılmasıdır. Hazırlanan algor'tmanın bazı 

yayınlanmış yöntemlere karşı karşılaştırmalı başarısını göstermey', met'nsel ver' 

kümeler'n' kullanarak ver' bağımlılığını 'ncelemey' amaçlamaktadır. 

Duygu anal'z', met'n belgeler'n' anal'z etmek ve met'n öğes'n'n 'çer'ğ'n' bel'rlemek 

'ç'n doğal d'l 'şlemede (NLP) b'r yöntemd'r. Doğal d'l 'şleme yapay zekanın b'r 

koludur ve b'lg'sayarların, 'nsan d'l'n' kavramasını, öğrenmes'n' ve 'dare etmes'n' 

sağlar. Her b'r sözcük vektörel olarak 'fade ed'ld'ğ'nde sözcükler'n anlamları 

vektörlerde saklanarak, b'rb'r'ne yakın anlam taşıyan sözcükler'nde vektörler' 

b'rb'r'ne yakın olacaktır. Sözcükler matemat'ksel 'fadelere dönüştürülerek anlamları 

başka b'r sözcüğe yakınlığı y'ne matemat'ksel olarak 'fade ed'lerek b'lg'sayarların 

'şleyeb'leceğ' ver'lere 'nd'rgen'rler. Bu çalışmada doğal d'l 'şleme ve mak'ne 

öğrenmes' alanlarında kullanılan 'k' popüler met'n tabanlı özell'k çıkarma yöntem' 

olan Word2Vec, LSA ve CNN kullanmayı hedefled'k. Word2Vec, kel'me vektörler'n' 

elde etmek 'ç'n büyük met'n ver' kümes' üzer'nde eğ't'l'r ve benzer anlamlı 

kel'meler'n vektör uzayında b'rb'r'ne yakın olmasını sağlar. Bu şek'lde, kel'meler 

arasındak' 'l'şk'ler ve anlam benzerl'kler' yansıtılır. LSA 'se büyük met'n ver' 

kümeler'nden anlamsal 'çer'k çıkarmak 'ç'n kullanılan b'r met'n madenc'l'ğ' 

yöntem'd'r. LSA, belgeler ve kel'meler arasındak' yapıyı keşfetmek 'ç'n matr's 

çözümleme (matr'x factor'zat'on) tekn'ğ'n' kullanır. TextCNN ve Conv1D g'b' der'n 

öğrenme modeller'n' kullanarak duygu anal'z'n' gerçekleşt'rmey' hedefl'yoruz.  
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TextCNN ve Conv1D, met'n ver'ler'nde özell'k çıkarma ve sınıflandırma 'ç'n etk'l' 

olan evr'ş'ml' s'n'r ağlarıdır. Bu modeller, met'n ver'ler'n'n özell'kler'n' çıkarmak ve 

duygu anal'z' yapmak 'ç'n kullanılır. Kullanılan ver' setler' Sent'ment140, YELP, 

Amazon ve IMDB ver'ler'n' 'çermekted'r. 

Anahtar Kel1meler: word, mach'ne learn'ng, lsa, word2vec, textcnn, cnn 
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Chapter 1 

INTRODUCTION 

1.1 Sent'ment Analys's 

The purpose of Sent'ment Analys's 's to determ'ne whether comments about a top'c 

are pos't've, negat've, or neutral. These comments can be wr'tten or spoken, and there 

's no l'm'tat'on on the subject of the documents. The ma'n object've here 's to enable 

mach'nes to pred'ct whether these comments are pos't've or negat've, s'm'lar to a 

human, and do so automat'cally. Sent'ment Analys's, also known as op'n'on m'n'ng, 

's an 'mportant f'eld 'n Natural Language Process'ng (NLP) [1]. It focuses on 

determ'n'ng the emot'onal content of textual data. Th's art'cle prov'des a general 

overv'ew of the methods, techn'ques, and var'ous appl'cat'on areas of Sent'ment 

Analys's. It explores the s'gn'f'cance of understand'ng the emot'onal states expressed 

'n texts. In the d'g'tal age, large amounts of textual data are generated da'ly, and 

understand'ng the emot'ons and op'n'ons expressed 'n th's data 's cruc'al for 

bus'nesses and organ'zat'ons. Sent'ment Analys's a'ms to automat'cally class'fy these 

texts 'nto pos't've, negat've, or neutral emot'ons. The techn'ques used 'n sent'ment 

analys's offer 'ns'ghts 'nto the efforts made to ach'eve accurate and eff'c'ent results. 

We a'med to use mach'ne learn'ng-based methods for Sent'ment Analys's. Mach'ne 

learn'ng algor'thms requ're labeled tra'n'ng data for sent'ment class'f'cat'on. In recent 

t'mes, espec'ally deep learn'ng techn'ques l'ke Convolut'onal Neural Networks 

(CNNs) have shown prom's'ng results 'n captur'ng the context and mean'ng of textual 

data. 
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Sent'ment Analys's has var'ous appl'cat'ons 'n d'fferent f'elds. In the bus'ness world, 

compan'es use sent'ment analys's to measure customer sat'sfact'on, analyze product 

rev'ews, and understand brand percept'on [2]. Soc'al med'a platforms employ 

sent'ment analys's to understand users' op'n'ons and emot'onal react'ons. In pol't'cal 

analys's, sent'ment analys's 's used to grasp the emot'onal state of the publ'c. 

Sent'ment Analys's stud'es beg'n by tak'ng a collect'on of documents 'n any f'le format 

(pdf, html, xml, word, etc.). Th's document 'nput 's s'mpl'f'ed us'ng preprocess'ng 

methods such as token'zat'on, part-of-speech tagg'ng, 'nformat'on extract'on, and 

establ'sh'ng relat'onsh'ps between words [3]. To make the document more 

comprehens'ble, d'ct'onar'es spec'f'c to the document's language and other language-

related resources can be used. 

Once the document 's s'mpl'f'ed and analyzed through d'ct'onar'es, the dec's'on 's 

made on wh'ch Sent'ment Analys's Approach to apply. These approaches may vary 

depend'ng on the nature of the research. After apply'ng the chosen method, the 

result'ng data 's prepared and presented 'n a way that the end-user can understand. 

1.2 L'terature Rev'ew 

Sent'ment Analys's 's an 'mportant task 'n Natural Language Process'ng (NLP) that 

a'ms to determ'ne emot'ons, feel'ngs, or op'n'ons 'n textual data. Stud'es 'n th's f'eld 

have shown that deep learn'ng techn'ques play a cruc'al role 'n ach'ev'ng successful 

results for Sent'ment Analys's. 

In th's text, we w'll focus on Turk'sh Sent'ment Analys's stud'es conducted us'ng deep 

learn'ng approaches and exam'ne some quotat'ons to support these stud'es. 
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Introduct1on to Sent1ment Analys1s: 

Deep learn'ng techn'ques have ach'eved s'gn'f'cant success 'n text-based tasks such as 

Sent'ment Analys's [4]. These techn'ques automat'cally learn l'ngu'st'c features and 

extract h'erarch'cal representat'ons to determ'ne the sent'ment of texts. 

Token1zat1on 1n Sent1ment Analys1s: 

Token'zat'on 's an 'mportant step 'n process'ng text data for Sent'ment Analys's [5]. It 

'nvolves break'ng down texts 'nto smaller un'ts, such as words or subwords, to 

fac'l'tate the convers'on of texts 'nto numer'cal data. 

Global Vectors for Word Representat1ons (GloVe): 

GloVe 's a commonly used method to create numer'cal representat'ons of words 'n 

texts [6]. By ut'l'z'ng the relat'onsh'ps between word vectors, GloVe effect'vely 

represents the mean'ng of words. 

Sent1ment Analys1s w1th Convolut1onal Neural Networks (CNNs): 

Convolut'onal Neural Networks, wh'ch have been successful 'n 'mage process'ng, are 

also employed 'n Sent'ment Analys's [7]. CNNs 'dent'fy 'mportant patterns and 

features 'n text content to class'fy sent'ment effect'vely. 

Sent1ment Analys1s w1th Long Short-Term Memory (LSTM) Networks: 

LSTM networks are used to capture long-term dependenc'es 'n text data and y'eld 

successful results 'n Sent'ment Analys's tasks [8]. LSTM networks understand the 

context 'n text content and accurately class'fy sent'ment. 
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Sent1c LSTM: Hybr1d Networks for Targeted Aspect-Based Sent1ment Analys1s: 

Sent'c LSTM 's a hybr'd network des'gned for targeted aspect-based sent'ment 

analys's 'n text data [9]. Th's method ach'eves successful results 'n determ'n'ng 

sent'ment related to spec'f'c targets. 

Deep learn'ng approaches for Sent'ment Analys's [10] serve as essent'al tools for 

effect'vely determ'n'ng emot'onal content 'n textual data. Convolut'onal Neural 

Networks, Long Short-Term Memory networks, and GloVe representat'ons are 

'nfluent'al 'n 'mprov'ng sent'ment analys's performance and are w'dely used 'n var'ous 

text-based tasks. Comb'n'ng and enhanc'ng these methods present an exc't'ng research 

area to further advance Sent'ment Analys's. 

1.3 Word2Vec 

Word2Vec 's a mach'ne learn'ng techn'que used for word embedd'ng [11]. However, 

Word2Vec 's often cons'dered part of deep learn'ng as one of 'ts foundat'onal 

components, based on neural network models, and 's commonly tra'ned us'ng an 

approach called deep learn'ng. 

 

Figure 1: Architecture of Word2Vec models: CBOW and Skip-Gram 
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Word2Vec works by learn'ng word vectors from large text corpora. These vectors are 

numer'cal representat'ons that reflect the mean'ng, usage context, and relat'onsh'ps of 

a spec'f'c word 'n the language.  

The Word2Vec algor'thm a'ms for s'm'lar semant'cally mean'ngful words to have 

s'm'lar vectors, allow'ng the word vectors to capture semant'c relat'onsh'ps 'n the 

language [12]. 

It falls under the category of mach'ne learn'ng as 't works by tak'ng examples from 

large datasets and bu'ld'ng a model based on them. However, deep learn'ng refers 

spec'f'cally to the fundamental neural network arch'tectures used 'n the tra'n'ng of 

Word2Vec. In part'cular, Word2Vec models are often tra'ned us'ng "deep" neural 

networks, wh'ch are a type of art'f'c'al neural network. 

Us'ng Word2Vec for sent'ment analys's can enhance the analys's of text data by 

cons'der'ng the semant'c s'm'lar't'es of words. For example, 't can observe that certa'n 

words express'ng emot'ons have s'm'lar vectors to other semant'cally related words. 

As a result, the model can better determ'ne the emot'onal tone of a text by tak'ng the 

context surround'ng the word 'nto account. 

1.4 LSA (Latent Semant'c Analys's) 

Latent Semant'c Analys's (LSA) 's a stat'st'cal and natural language process'ng (NLP) 

method used to d'scover the h'dden semant'c structure 'n large text collect'ons. Th's 

method 's employed to uncover the semant'c relat'onsh'ps between words 'n texts and 

to group s'm'lar content documents together [13]. 
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Figure 2: Word2Vec is a Machine Learning Technique 

LSA uses mathemat'cal techn'ques to represent texts 'n a h'gh-d'mens'onal vector 

space. These mathemat'cal techn'ques are based on a matr'x factor'zat'on method, 

typ'cally referred to as S'ngular Value Decompos't'on (SVD). SVD helps reveal the 

h'dden structure w'th'n the data by decompos'ng a matr'x 'nto three separate matr'ces. 

The fundamental steps of LSA are as follows: 

Text Data Preparat1on:  

F'rstly, the text documents are taken, and preprocess'ng steps are appl'ed to remove 

'rrelevant 'nformat'on, convert the text to lowercase, and el'm'nate stopwords 

(frequently used but typ'cally un'nformat've words). 

Term-Document Matr1x Creat1on: A term-document matr'x 's constructed, where 

each row represents a document, and each column represents a word. The cells of the 

matr'x conta'n the frequency of the word 'n the document or some other word 

representat'on measure. 



 7 

Apply1ng SVD: SVD 's appl'ed to the created term-document matr'x. By 

decompos'ng the matr'x 'nto three matr'ces, SVD reveals the latent structure w'th'n 

the matr'x: the left s'ngular value matr'x, the r'ght s'ngular value matr'x, and the 

s'ngular values matr'x. 

D1mens1on Reduct1on: Often, the d'mens'on of the obta'ned s'ngular values matr'x 's 

reduced. Th's helps reduce no'se and ach'eve a more effect've representat'on. 

Semant1c Representat1on: In the f'nal step, the reduced-d'mens'on matr'x 's 

transformed 'nto a vector space that conta'ns lower-d'mens'onal semant'c 

representat'ons of documents. Th's results 'n a more compact and eff'c'ent 

representat'on that captures the semant'c s'm'lar't'es and relat'onsh'ps 'n the texts. 

LSA 's used 'n var'ous NLP tasks such as text-based 'nformat'on retr'eval, text 

class'f'cat'on, summar'zat'on, word recommendat'on, and sent'ment analys's.  

When appl'ed to large text collect'ons, 't can help 'n part't'on'ng documents 'nto 

groups w'th s'm'lar content or mean'ng and d'scover'ng h'dden semant'c relat'onsh'ps 

between documents. 

1.5 LTSM (Long Short-Term Memory) 

LSTM (Long Short-Term Memory) 's a type of recurrent neural network (RNN) 

arch'tecture [14]. RNNs are used for operat'ons based on sequent'al data (sequences).  
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Figure 3: LSTM Model Diagram 

 However, trad't'onal RNNs are known to have d'ff'culty captur'ng long-term 

dependenc'es due to the van'sh'ng grad'ent problem. LSTM 's des'gned to address th's 

'ssue and 's part'cularly effect've for tasks that requ're captur'ng long-term 

dependenc'es, such as natural language process'ng and other t'me ser'es data analys's 

tasks. 

LSTM was 'ntroduced 'n 1997 by Sepp Hochre'ter and Jürgen Schm'dhuber. The bas'c 

'dea 's to use a more complex cell structure compared to trad't'onal RNNs to better 

reta'n long-term dependenc'es [15]. LSTM cons'sts of three ma'n components 'n th's 

cell structure: 

Cell State: The cell state represents the memory of the LSTM and can be thought of 

as a flow that stores 'nformat'on seen 'n the past. The cell state 's updated at each step, 

allow'ng the model to reta'n 'mportant 'nformat'on over long per'ods. 
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Forget Gate: The forget gate dec'des wh'ch 'nformat'on 'n the cell state to forget. 

Clear'ng out old and 'rrelevant 'nformat'on prevents the format'on of 'ncorrect 

dependenc'es. The forget gate 's calculated by mult'ply'ng a vector generated based 

on the past state and the current 'nput. 

Input Gate and Output Gate: The 'nput gate controls how new 'nformat'on 's added 

to the cell state. The output gate determ'nes how the updated cell state w'll control the 

output. These gates are calculated us'ng s'gmo'd act'vat'on funct'ons (wh'ch produce 

values between 0 and 1). 

LSTM learns through the 'nput, forget, and output gates how much 'nformat'on to 

reta'n and how much to forget. Th's enables the model to capture long-term 

dependenc'es and effect'vely analyze relat'onsh'ps 'n sequent'al data. LSTM 's a 

powerful deep learn'ng arch'tecture that has shown successful results 'n var'ous tasks, 

'nclud'ng natural language process'ng, text generat'on, translat'on, language 

model'ng, speech recogn't'on, and t'me ser'es analys's. 

1.6 CNN (Convolut'onal Neural Network) 

CNN (Convolut'onal Neural Network) 's a deep learn'ng arch'tecture des'gned for 

computer v's'on and other v'sual data analys's tasks. It has been part'cularly successful 

'n process'ng and analyz'ng 'mage and v'deo data, revolut'on'z'ng the f'eld of 

computer v's'on. 

CNNs d'ffer from trad't'onal fully connected structures as they 'ncorporate spec'al 

layers such as convolut'onal and pool'ng layers. These layers are des'gned to preserve 

local connect'ons and the v'sual data structure wh'le effect'vely extract'ng features 

[16]. 



 10 

 

Figure 4: Illustration of our CNN model for sentiment analysis. 

The key features of CNN are as follows: 

Convolut1onal Layer: Th's layer performs a convolut'on operat'on on the 'nput data 

us'ng one or more f'lters (kernels).  

The convolut'on process 'nvolves sl'd'ng the f'lter over the 'nput data, creat'ng feature 

maps. F'lters are learned to capture var'ous patterns 'n 'mages and extract features 

effect'vely. 

Act1vat1on Funct1ons: Act'vat'on funct'ons (e.g., ReLU) are often used after the 

convolut'onal layers. These funct'ons allow the network to learn more complex and 

nonl'near relat'onsh'ps. 

Pool1ng Layer: Pool'ng layers are used to downsample the outputs of the 

convolut'onal layers and reduce computat'onal load.  
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They can also 'ncrease translat'on (d'splacement) 'nvar'ance of the features. Typ'cally, 

techn'ques l'ke max pool'ng or average pool'ng are used [17]. 

Fully Connected Layers: After the convolut'onal and pool'ng layers, CNNs conta'n 

one or more fully connected layers. These layers are used for spec'f'c tasks such as 

class'f'cat'on, recogn't'on, or pred'ct'on of the results. 

CNN has ach'eved s'gn'f'cant success 'n var'ous v'sual data analys's tasks 'n computer 

v's'on, such as object recogn't'on, face recogn't'on, object detect'on, 'mage 

class'f'cat'on, 'mage segmentat'on, and style transfer. Adaptat'ons have also been 

made for text-based tasks l'ke text class'f'cat'on. CNN has made s'gn'f'cant progress 

'n the f'eld of deep learn'ng and 's now effect'vely ut'l'zed 'n numerous appl'cat'ons 

and 'ndustr'es. 

1.7 TextCNN (Convolut'onal Neural Network) 

TextCNN 's a deep learn'ng model used for text class'f'cat'on and feature extract'on 

tasks by employ'ng deep learn'ng techn'ques on text data. It stands for "Text 

Convolut'onal Neural Network." 

TextCNN processes text data us'ng a convolut'onal neural network (CNN) 

arch'tecture. Wh'le CNNs are trad't'onally used for 'mage recogn't'on tasks, 

spec'al'zed var'at'ons l'ke TextCNN have proven to be h'ghly effect've for analyz'ng 

text data. 

In TextCNN, d'fferent-s'zed convolut'onal f'lters (kernels) are used to process text 

documents. These f'lters scan the document w'th vary'ng w'ndow s'zes to capture 

d'fferent features of the text. 
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TextCNN can class'fy text documents or extract features from them us'ng the feature 

maps obta'ned after these convolut'on operat'ons. It 's part'cularly successful 'n text 

class'f'cat'on tasks, 'nclud'ng sent'ment analys's, text class'f'cat'on, and language 

detect'on, among others. 

TextCNN 's a valuable tool for extract'ng features from text data and automat'ng text 

class'f'cat'on tasks, and 't 's w'dely used 'n such appl'cat'ons. 

1.8 Conv1D (1D Convolut'onal Neural Network) 

Conv1D stands for "1D Convolut'onal Neural Network," and 't 's a deep learn'ng 

model used part'cularly for the analys's of one-d'mens'onal data sequences, such as 

t'me ser'es data.  

Conv1D 's a type of convolut'onal neural network (CNN) des'gned to process one-

d'mens'onal data, 'nclud'ng tasks related to text process'ng or aud'o process'ng. 

Conv1D 's employed to perform feature extract'on and class'f'cat'on tasks on one-

d'mens'onal data. It 's espec'ally effect've 'n f'elds l'ke pattern recogn't'on 'n t'me 

ser'es data, natural language process'ng, and speech recogn't'on. The pr'mary purpose 

of Conv1D 's to 'dent'fy s'gn'f'cant features w'th'n a data sequence and ut'l'ze these 

features for data class'f'cat'on or analys's through convolut'onal operat'ons. 

Conv1D typ'cally employs convolut'onal f'lters of var'ous s'zes to scan the data 

sequence. These f'lters are used to capture spec'f'c patterns or features w'th'n the data 

sequence. Subsequently, these learned features can be ut'l'zed for class'f'cat'on or 

analys's. 



 13 

Conv1D 's a deep learn'ng model des'gned to perform feature extract'on and 

class'f'cat'on on one-d'mens'onal data sequences, and 't 's part'cularly useful for tasks 

'nvolv'ng deep learn'ng approaches on such data types. 
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Chapter 2 

SENTIMENT140 

Sent'ment140 's a large Engl'sh text dataset collected from Tw'tter and labeled for 

sent'ment analys's purposes. Th's dataset serves as a valuable source of tra'n'ng and 

test'ng data 'n mach'ne learn'ng and natural language process'ng (NLP) f'elds. It 

conta'ns tweets from Tw'tter users, and each tweet 's labeled as e'ther pos't've, 

negat've, or neutral. Each tweet 's marked w'th a spec'f'c emot'onal category. If a tweet 

conta'ns a pos't've sent'ment, 't may have the "pos't've" label, wh'le 'f 't conta'ns a 

negat've sent'ment, 't may have the "negat've" label. Th's labeled dataset holds 

s'gn'f'cant 'mportance dur'ng the tra'n'ng phase of superv'sed learn'ng algor'thms 

used to tra'n sent'ment analys's models or class'f'ers. It enables the model to learn to 

detect emot'onal content, and later analyze new data [18]. 

The Sent'ment140 dataset has been used 'n var'ous stud'es focus'ng on sent'ment 

analys's 'n f'elds such as soc'al med'a analys's, product rev'ews, and understand'ng 

user react'ons. Espec'ally 'n sent'ment analys's, large datasets are requ'red for the 

development and val'dat'on of mach'ne learn'ng-based methods. 

The dataset cons'sts of 1,600,000 tweets extracted us'ng the Tw'tter API. The tweets 

are labeled w'th numer'cal values (0 = negat've, 4 = pos't've) and can be used for 

sent'ment detect'on [19]. 
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Figure 5: Negative and Positive Sentiment140 Data Count 

Sent'ment140 dataset 'ncludes the follow'ng 6 f'elds: 

Target: The target f'eld 'nd'cates the emot'onal state of the tweet. It 's represented as 

a numer'cal value where 0 stands for negat've sent'ment, 2 for neutral sent'ment, and 

4 for pos't've sent'ment. 

Ids: The 'ds f'eld conta'ns a un'que 'dent'f'er for each tweet, such as "2087". 

Date: The date f'eld represents the date and t'me when the tweet was posted. For 

example, "Sat May 16 23:58:44 UTC 2009". 

Flag: The flag f'eld 'nd'cates the relevant query for the tweet. For 'nstance, 'f there 's 

a query assoc'ated w'th the tweet, 't w'll be ment'oned here (e.g., "lyx"). If there 's no 

query assoc'ated, th's f'eld w'll be marked as "NO_QUERY". 

User: The user f'eld conta'ns the name of the user who posted the tweet. For example, 

"robot'ck'lldozr". 
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Text: The text f'eld conta'ns the actual content of the tweet. For 'nstance, "Lyx 's cool". 

Each entry 'n the dataset 'ncludes these f'elds to descr'be the emot'onal context of the 

tweets, mak'ng 't su'table for tra'n'ng and test'ng sent'ment analys's models or 

class'f'ers. 

 

Figure 6: Sentiment140 Dataset Includes The Following 6 Fields 

 

Figure 7: Sentiment140 Top 5 Data 

 

Figure 8: Loading The Dataset With Pandas 

We spl't the data 'nto tra'n'ng and test sets, us'ng 80% for tra'n'ng and 20% for test'ng. 

Then, we token'zed the sentences. The "sentence token'zat'on" process 'nvolves 

break'ng down the text 'nto smaller components, such as words and punctuat'on marks. 

Th's step 's essent'al for process'ng text-based data and perform'ng l'ngu'st'c analys's. 

Token'zat'on 's a common f'rst step 'n text process'ng and natural language process'ng 

projects.  
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The "word_token'ze" funct'on parses a g'ven sentence, tak'ng 'nto account words and 

punctuat'on marks, and returns a l'st. For example, the sentence "Hello, world!" can 

be token'zed as follows: ["Hello", ",", "world", "!"]. 

After token'zat'on, we used the Conv1D model to process and analyze text data, 

transform'ng textual 'nformat'on 'nto a numer'cal format. Conv1D 's a deep learn'ng 

model used for process'ng text data and extract'ng features. Th's model appl'es 

convolut'on operat'ons to convert text data 'nto vectors, mak'ng 't su'table for mach'ne 

learn'ng algor'thms. At the end of the tra'n'ng process, the Conv1D model ach'eved 

an accuracy of 0.9328 on the tra'n'ng dataset and 0.7864 on the val'dat'on dataset. 

Conv1D 's a cruc'al tool for extract'ng features and class'fy'ng text data by apply'ng 

convolut'on operat'ons to textual 'nformat'on. 

KFOLD 

KFold 's a cross-val'dat'on techn'que used to evaluate the model's performance 'n a 

more rel'able way. It 'nvolves d'v'd'ng the data 'nto tra'n'ng and test sets to assess how 

well the model f'ts the data. We used K=10, wh'ch means the data 's d'v'ded 'nto 10 

equal-s'zed folds. In each 'terat'on, one fold 's used as the test set wh'le the other folds 

are used as the tra'n'ng set. Th's process 's repeated 10 t'mes, and at the end of each 

'terat'on, performance metr'cs such as accuracy are calculated. The f'nal model 

performance 's obta'ned by averag'ng the accuracy values from all 'terat'ons [20]. 

As a result, us'ng KFold, we tested the model's performance 10 t'mes, and the average 

accuracy obta'ned was 96.08%. Th's approach allows for a more rel'able evaluat'on of 

the model's performance. 
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Chapter 3 

YELP 

Yelp 's a publ'cly traded Amer'can company headquartered 'n San Franc'sco, 

Cal'forn'a. The Yelp dataset 's a large text dataset obta'ned from Yelp, an onl'ne 

bus'ness and serv'ce rev'ew platform, frequently used 'n the f'elds of natural language 

process'ng (NLP) and data m'n'ng. Th's dataset cons'sts of user rev'ews and rat'ngs of 

var'ous bus'nesses. It captures users' exper'ences w'th d'fferent establ'shments, 

'nclud'ng the'r op'n'ons and comments [21]. 

The Yelp dataset conta'ns evaluat'ons of bus'nesses, where each rev'ew 'ncludes a 

numer'cal rat'ng and a text comment wr'tten by the user. Researchers commonly use 

th's dataset for tasks such as text analyt'cs, sent'ment analys's, locat'on-based serv'ces, 

soc'al med'a analys's, and bus'ness evaluat'ons. It a'ms to prov'de valuable 'ns'ghts 

'nto the qual'ty of serv'ces offered by bus'nesses, user exper'ences, product popular'ty, 

and more. The dataset 's w'dely used for tra'n'ng and test'ng mach'ne learn'ng 

algor'thms and develop'ng var'ous NLP techn'ques, such as sent'ment analys's. It 

serves as a labeled dataset, fac'l'tat'ng the development of sent'ment analys's and other 

NLP methods. 

Glossary of terms 

Yelp: It 's a webs'te where rev'ews are posted to support bus'nesses, bus'ness owners 

and users.  
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Bus1ness: It l'sts many organ'zat'ons such as Stores, Cafes, Home Suppl'es, 

Automot've sector. 

Ex1st1ng bus1ness owner: People who use Yelp to l'st the'r bus'nesses and get 

feedback from users. 

Future bus1ness owner: It 's a person who wants to have a new bus'ness or start a 

bus'ness 'n the future. 

User: They are people who wr'te rev'ews after v's't'ng d'fferent places or bus'nesses, 

s'gn up for Yelp, or look for a job. 

Analyt1cs: They are the people who analyze and use the data 'n the system. 

Rev1ew: These are the comments made by users after v's't'ng the bus'ness. 

Compar'son can be made out of 5 po'nts. 

 

Figure 9: YELP Sample 10k Data Stars List 

There are approx'mately 6,990,282 rows 'n the dataset. 
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We d'v'ded the data 'nto tra'n'ng and test sets, us'ng 80% for tra'n'ng and 20% for 

test'ng. Afterward, I token'zed the sentences. Follow'ng token'zat'on, I converted the 

sentences 'n the tra'n'ng and test data sets 'nto vectors and saved them. The goal was 

to transform textual data 'nto a numer'cal format, mak'ng 't usable for mach'ne 

learn'ng algor'thms. 

Subsequently, I tra'ned the model and calculated the accuracy. The Conv1D model 

ach'eved an accuracy of 99.03% on the tra'n'ng dataset. However, the accuracy value 

on the test dataset was 69.28%. 

Conv1D 's a deep learn'ng model that appl'es convolut'on operat'ons on text data, 

a'm'ng to 'dent'fy and class'fy text features. Therefore, the numer'cal representat'on 

and accurate process'ng of text data are cruc'al steps that 'mpact the success of 

mach'ne learn'ng models.
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Chapter 4 

AMAZON 

The Amazon dataset conta'ns r'ch and d'verse 'nformat'on about products ava'lable on 

the e-commerce platform. It 'ncludes deta'ls, features, and user rev'ews of var'ous 

products across d'fferent categor'es. The dataset covers a w'de range of product 

categor'es and 'nd'v'dual products. Each product's deta'led 'nformat'on 'ncludes 'ts 

name, descr'pt'on, pr'ce, category, and other techn'cal spec'f'cat'ons. Add't'onally, 

customer rat'ngs, scores, and user comments on the products are also part of the dataset 

[22]. The Amazon dataset 's des'gned to be used 'n var'ous f'elds such as natural 

language process'ng, sent'ment analys's, product recommendat'on systems, pr'ce 

analys's, and market research. Us'ng th's dataset, one can 'dent'fy popular products on 

the Amazon platform, understand customer trends, and analyze product features and 

pr'ces. Due to 'ts large s'ze and labeled data, 't serves as an 'deal source for tra'n'ng 

and val'dat'ng mach'ne learn'ng algor'thms. Model developers can use th's dataset to 

understand product evaluat'ons and rev'ews, tra'n sent'ment analys's models, and 

pred'ct product popular'ty. Overall, the Amazon dataset can prov'de a comprehens've 

understand'ng of Amazon's e-commerce platform. 
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Figure 10: Amazon Negative and Positive Count 

 After spl'tt'ng the data 'nto tra'n'ng and test sets w'th an 80-20 rat'o, I token'zed the 

sentences. 

 

Figure 11: Sentiment140 Top 5 Data 
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I converted the sentences 'nto tra'n'ng and test datasets and transformed them 'nto 

vectors, sav'ng the results. The goal was to convert text data 'nto a numer'cal format 

su'table for mach'ne learn'ng algor'thms. Afterward, I tra'ned the TextCNN model and 

calculated the Accuracy value. The TextCNN model ach'eved an accuracy of 99.77% 

on the tra'n'ng dataset and 92.87% on the val'dat'on dataset.
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Chapter 5 

IMDB 

IMDb (Internet Mov'e Database) dataset conta'ns 50,000 mov'e rev'ews collected 

from a well-known f'lm database. IMDb 's a w'dely used platform that prov'des a 

comprehens've mov'e database worldw'de, allow'ng users to add rev'ews and rat'ngs 

for f'lms. Each example 'n the dataset 'ncludes rev'ews wr'tten by IMDb users about 

d'fferent mov'es. These rev'ews reflect users' op'n'ons and thoughts about the f'lms, 

and each rev'ew 's accompan'ed by a rat'ng g'ven by the user. These rat'ngs 'nd'cate 

how much users l'ked a part'cular mov'e accord'ng to IMDb's rat'ng system [23]. The 

dataset 's des'gned for text-based analyses such as natural language process'ng (NLP) 

and sent'ment analys's. 

By us'ng th's dataset, we can perform sent'ment analys's on mov'e rev'ews, class'fy 

pos't've and negat've sent'ments, and conduct var'ous analyses w'th test and tra'n 

datasets. The IMDb dataset can also be ut'l'zed for tra'n'ng and val'dat'ng mach'ne 

learn'ng models. The labeled rev'ews and rat'ngs can be used for develop'ng and 

test'ng text class'f'cat'on algor'thms. Th's allows models analyz'ng mov'e rev'ews to 

better understand emot'onal and semant'c content 'n natural language, lead'ng to more 

accurate class'f'cat'on of f'lms based on user sent'ments. 
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Figure 12: IMDB Negative and Positive Count 

After spl'tt'ng the data 'nto tra'n'ng and test sets w'th an 80-20 rat'o, I token'zed the 

sentences. 

 

Figure 13: IMDB Top 10 Data 
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I converted the sentences 'nto text vectors 'n the Tra'n'ng and Test datasets and saved 

them. My a'm was to transform text data 'nto a usable numer'cal format for mach'ne 

learn'ng algor'thms. 

Subsequently, I tra'ned the TextCNN model and calculated the accuracy. The TextCNN 

model ach'eved an accuracy of 99.81% on the tra'n'ng dataset. On the val'dat'on 

dataset, the accuracy value was 88.38%. 
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Chapter 6 

METHODOLOGY 

Sent'ment analys's 's a techn'que used to determ'ne the emot'onal content expressed 

'n text data. Th's method 'nvolves a mult'-step process that comb'nes natural language 

process'ng (NLP) and mach'ne learn'ng techn'ques. To perform sent'ment analys's 

successfully, 't 's cruc'al to use appropr'ate data preprocess'ng, feature extract'on, and 

class'f'cat'on methods. 

The f'rst step 'n sent'ment analys's 's to gather a su'table dataset, wh'ch may 'nclude 

text comments, tweets, or rev'ews from users. Once the data 's collected, a data 

preprocess'ng step 's performed to avo'd data 'ncons'stenc'es. In th's stage, texts are 

normal'zed, spec'al characters and numbers are removed, texts are converted to 

lowercase, and unnecessary stop words are el'm'nated. 

To use mach'ne learn'ng algor'thms for sent'ment analys's, text data must be 

transformed 'nto numer'cal vectors. Th's step 's called "Feature Extract'on." One of 

the most common methods used 's "TF-IDF" (Term Frequency-Inverse Document 

Frequency) [24]. Th's method creates a vector by cons'der'ng the frequency of a word 

'n a text and 'ts frequency 'n all documents 'n the dataset. 
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The vectors obta'ned from the feature extract'on step are then class'f'ed 'nto pos't've, 

negat've, or neutral sent'ments us'ng class'f'cat'on algor'thms. Among the most 

commonly used class'f'cat'on algor'thms are Na've Bayes [25] and Deep Learn'ng-

based methods. 

To evaluate the accuracy of the sent'ment analys's model, the dataset 's d'v'ded 'nto 

tra'n'ng and test'ng data. After the model 's tra'ned on the tra'n'ng data, 'ts performance 

's measured on the test data. The success rate of the model 's evaluated us'ng metr'cs 

such as accuracy, prec's'on, and recall. 

By correctly 'mplement'ng these steps, the sent'ment analys's model can successfully 

class'fy and analyze the emot'onal content 'n texts w'th'n the dataset. 

6.1 Data Collection 

In the Data Collect'on phase of Sent'ment Analys's, you need to create a dataset 

conta'n'ng text samples that w'll be used to determ'ne the emot'onal d'rect'on 

(pos't've, negat've, or neutral) of the texts. The follow'ng steps may be followed 'n the 

Data Collect'on phase: 

Ident1fy1ng Data Sources: F'rst, you should determ'ne the type of texts you want to 

use for Sent'ment Analys's. For example, you may want to collect texts from soc'al 

med'a platforms, product rev'ews, surveys, or spec'f'c news webs'tes. 

Creat1ng the Dataset: Gather text samples from the 'dent'f'ed data sources and create 

a labeled dataset. Th's dataset should 'nclude the correspond'ng labels for the texts 

(e.g., pos't've, negat've, neutral). 



 29 

Data Clean1ng and Preprocess1ng: Clean and preprocess the collected text data. In 

th's step, you can remove unnecessary characters, convert texts to lowercase, and 

remove spec'al characters or l'nks. 

Data Label1ng: Add sent'ment labels to the texts 'n the dataset. These labels 'nd'cate 

whether the text 's pos't've, negat've, or neutral. 

Data Balanc1ng (Opt1onal): If there 's class 'mbalance 'n your dataset, you can take 

add't'onal steps to balance the classes. For example, you can generate synthet'c data 

to 'ncrease the m'nor'ty class. 

Data Spl1tt1ng: D'v'de the dataset 'nto three parts: tra'n'ng, val'dat'on, and test data. 

Th's spl't 's 'mportant to evaluate how well the model general'zes to real-world data 

compared to the tra'n'ng data. 

To bu'ld a successful Sent'ment Analys's model, you need a labeled and cleaned 

dataset. Th's collected dataset w'll be used to tra'n and evaluate the mach'ne learn'ng 

model. 

6.2 K-FOLD CROSS VALIDATION 

K-Fold Cross Val'dat'on 's a cross-val'dat'on method used to evaluate the performance 

of the mach'ne learn'ng model. It 's used to detect how well the model general'zes to 

real-world data and to detect problems such as overf'tt'ng or underf'tt'ng. 
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The K-Fold Cross Val1dat1on process 1ncludes these steps: 

The dataset 1s randomly d1v1ded 1nto p1eces: In the f'rst step, the dataset 's d'v'ded 

'nto k equal-s'zed p'eces (layers). K usually takes a value such as 5 or 10, but d'fferent 

values are opt'onally ava'lable. 

Model tra1n1ng and evaluat1on: Then, as the dataset 's d'v'ded 'nto k parts, a total of 

k operat'ons are performed. In each 'terat'on, one layer 's used as the test set and the 

rema'n'ng k-1 layers are used as the tra'n'ng set. The model 's tra'ned on the k-1 layer 

and evaluated on the test data. 

Average of performance measures: K-Fold Cross Val'dat'on 's used to est'mate the 

overall performance of the model by averag'ng the performance measures obta'ned at 

each 'terat'on. K-Fold Cross Val'dat'on 's often preferred when work'ng w'th a l'm'ted 

amount of data and when 't 's necessary to rel'ably evaluate the model to determ'ne 

how 't f'ts to real-world data. It 's also preferred 'n case of 'nstab'l'ty of the dataset 

because the chance of each class be'ng represented 'n each layer 'ncreases. 

Th's method helps to more rel'ably evaluate the overall performance of mach'ne 

learn'ng models and 'ncreases the probab'l'ty that the model w'll succeed.
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Chapter 7 

RESULTS AND DISCUSSIONS 

7.1  Preparat'on of the Work'ng Env'ronment 

The data 'n the datasets has been used to create a CNN (Convolut'onal Neural 

Network) model and perform tra'n'ng and test'ng processes. The CNN model 's a type 

of deep learn'ng model commonly used 'n text process'ng. Dur'ng the tra'n'ng process, 

the model's we'ghts and learnable parameters are adjusted us'ng the examples 'n the 

dataset. The test'ng process 's used to evaluate the performance of the tra'ned model 

on a separate dataset. 

The goal 's to tra'n and test the model on several personal computers us'ng these 

'mages. However, the 'mage process'ng power of the CPU on personal computers was 

found to be slow and 'nsuff'c'ent, mak'ng 't 'mposs'ble to tra'n and test all the data. 

Further research revealed that GPUs are faster for text data analys's and process'ng. 

Therefore, GPU-Tensorflow and GPU-Keras were 'nstalled on personal computers to 

work w'th GPUs. However, the memory capac'ty of the GPUs on personal computers 

was not suff'c'ent, and work'ng w'th GPUs was not poss'ble. 

As a solut'on, a v'rtual mach'ne was sought, and Google Colab's Pro vers'on was 

rented. Google Colab Pro prov'des access to GPU, TPU, and h'gh memory usage.  
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All the data was uploaded to Google Dr've so that 't could be accessed through Google 

Colab Pro. Wh'le attempt'ng to perform tra'n'ng and test'ng us'ng all the 'mages on 

Google Colab, two ma'n 'ssues were encountered. 

F'rstly, due to the large amount of data, there were t'meout 'ssues w'th the read 

requests. Secondly, the GPU and memory capac'ty of Google Colab were 'nsuff'c'ent 

for all the data. However, these 'ssues were resolved w'th code opt'm'zat'ons. 

Subsequently, the models were tra'ned and tested successfully on Google Colab us'ng 

the prov'ded data. 

7.2 General Results 

Sent'ment Analys's, a s'gn'f'cant subject 'n the f'eld of Natural Language Process'ng, 

'nvolves the development of numerous methods to determ'ne the sent'ment or emot'on 

expressed 'n texts. In th's sect'on, I w'll share 'nformat'on about general results from 

Sent'ment Analys's stud'es conducted us'ng popular datasets such as Yelp, Amazon, 

Sent'ment140, and IMDB. 

Yelp Dataset: 

The Yelp dataset cons'sts of user rev'ews about restaurants, hotels, and var'ous 

bus'nesses. Th's dataset 's known for 'ts d'vers'ty, cover'ng a w'de range of top'cs. The 

results of Sent'ment Analys's stud'es on Yelp rev'ews generally 'nd'cate a 

predom'nance of pos't've sent'ments. User rev'ews often pra'se del'c'ous meals, 

commendable serv'ce, and overall pos't've exper'ences at these establ'shments. 

However, due to var'at'ons 'n customer exper'ences, negat've rev'ews are also present. 

It 's 'mportant to ment'on that Conv1D was used 'n th's dataset.  
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Conv1D 's a deep learn'ng model used to apply convolut'on operat'ons to text data. 

Th's model can be employed 'n tasks such as extract'ng features and determ'n'ng 

emot'onal tones 'n text data. Stud'es conducted on the Yelp dataset us'ng Conv1D may 

prove to be useful 'n exam'n'ng the emot'onal content of text data. 

Amazon Dataset: 

The Amazon dataset conta'ns user rev'ews about var'ous products from the e-

commerce platform Amazon. Sent'ment Analys's can be employed to determ'ne how 

products are generally evaluated based on these rev'ews.  

Results from Sent'ment Analys's stud'es on Amazon data usually reveal a s'gn'f'cant 

proport'on of pos't've sent'ments. However, depend'ng on spec'f'c products or 

contexts, negat've rev'ews can also be found. It 's 'mportant to ment'on that TextCNN 

was used 'n th's dataset. TextCNN 's a deep learn'ng model ut'l'zed for text 

class'f'cat'on and feature extract'on tasks us'ng deep learn'ng methods on text data. 

Stud'es conducted on the Amazon dataset us'ng TextCNN have been successful 'n 

determ'n'ng the overall evaluat'on of user rev'ews. 

Sent1ment140 Dataset: 

Sent'ment140 's a dataset compr's'ng tweets collected from Tw'tter. G'ven the nature 

of tweets, short and 'ntense texts, Sent'ment Analys's presents some challenges 'n th's 

dataset. Stud'es conducted on the Sent'ment140 dataset demonstrate that tweets mostly 

conta'n emot'onal content. Users often express the'r pos't've or negat've exper'ences 

and share the'r emot'onal react'ons through tweets.  
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It 's 'mportant to ment'on that Conv1D was used 'n th's dataset. Conv1D 's a deep 

learn'ng model used to apply convolut'on operat'ons to text data.  

Th's model can be employed 'n tasks such as extract'ng features and determ'n'ng 

emot'onal tones 'n text data. Stud'es conducted on the Yelp dataset us'ng Conv1D may 

prove to be useful 'n exam'n'ng the emot'onal content of text data. 

IMDB Dataset: 

IMDB 's a popular f'lm database that 'ncludes user rev'ews about mov'es. Sent'ment 

Analys's can be ut'l'zed to determ'ne the overall evaluat'ons of mov'es based on these 

rev'ews. Research on the IMDB dataset 'nd'cates that rev'ews are predom'nantly 

pos't've. Popular f'lms w'th strong narrat'ves and successful performances often 

rece've pos't've rev'ews, but some f'lms may rece've more m'xed react'ons. 

In conclus'on, Sent'ment Analys's stud'es conducted on Yelp, Amazon, Sent'ment140, 

and IMDB datasets show that text-based sent'ment analys's can y'eld successful results 

depend'ng on the textual content and the algor'thms employed. The prevalence of 

pos't've sent'ments, the propens'ty of users to share pos't've exper'ences, and the 

prom'nence of emot'onal content 'n texts are noteworthy f'nd'ngs. However, s'nce 

datasets and text contents are d'verse, 't 's cruc'al to des'gn Sent'ment Analys's 

methods and models that accommodate these var'at'ons. It 's 'mportant to ment'on that 

TextCNN was used 'n th's dataset. TextCNN 's a deep learn'ng model ut'l'zed for text 

class'f'cat'on and feature extract'on tasks us'ng deep learn'ng methods on text data.  
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Stud'es conducted on the IMDB dataset us'ng TextCNN have been successful 'n 

determ'n'ng the overall evaluat'on of user rev'ews. 

By do'ng so, Sent'ment Analys's becomes an effect've tool for understand'ng customer 

feedback, soc'al med'a react'ons, and other text-based sent'ment express'ons. 

7.3 D'scuss'on  

All obta'ned results were compared w'th s'm'lar stud'es conducted 'n recent years. The 

follow'ng compar'son table, the neural network used 'n the stud'es and the results 

obta'ned are presented 'n the table below. 

 

 

 

 

 

 

 

 

 

Table 1: IMDB Accuracy Results Table 
Authors Year Techniques Accuracy 

Zhilin Yang [26] 2019 XLNet 96.21 

Sinong Wang [27] 2021 EFL 96.1 

Charaf Eddine Benarab [28] 2021 AlexNet 87 

Oğulcan’s Work 2023 CNN 88.38 

Table 2:YELP Accuracy Results Table 
Authors Year Techniques Accuracy 

Zhilin Yang [29] 2019 XLNet 72.95 

Chi Sun [30] 2019 BERT-ITPT-FiT 70.58 

Ameya Prabhu [31] 2019 ULMFiT 67 

Oğulcan’s Work 2023 CNN 69 
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Table 3: Amazon Accuracy Results Table 
Authors Year Techniques Accuracy 

Jianqing Zhang [32] 2020 TLSAN 97.73 

Zeping Yu [33] 2019 SLi-Rec 84.94 

Oğulcan’s Work 2023 CNN 92.87 

Table 4: Sentiment140 Accuracy Results Table 
Authors Year Techniques Accuracy 

Athindran [34] 2018 Naive Bayes 77 

Hemakala, T. [35] 2018 AdaBoost 84.5 

Oğulcan’s Work 2023 CNN 78,64 



 37 

Chapter 8 

CONCLUSION 

In the stud'es, an exam'nat'on was made to determ'ne the emot'onal aspects of the text 

data by us'ng sent'ment analys's methods. For analys's, collected text data was used 

and texts were class'f'ed as pos't've, negat've or neutral. 

Accord'ng to our results, sent'ment analys's methods were able to class'fy texts 'nto 

emot'onal categor'es w'th great accuracy. Th's shows that such algor'thms are effect've 

'n understand'ng the emot'onal tone of text data. 

However, some d'ff'cult'es were also encountered 'n our analys's. In part'cular, 

grammat'cal features such as the complex'ty of texts, the polysemy of emot'onal 

express'ons, and 'rony can affect the accuracy of the analys's. Therefore, the 

development of algor'thms that are more advanced 'n emot'onal analys's and that 

better understand language features w'll be an 'mportant step. 

As a result, sent'ment analys's methods are a powerful tool for understand'ng the 

emot'onal content of text data. However, further research and development 's requ'red 

to 'mprove the accuracy of the analyses. Th's study 's an 'mportant step 'n show'ng the 

future potent'al of sent'ment analys's. 
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The results 'n th's study may form the bas's for 'mprov'ng emot'onal content analys's 

and expand'ng 'ts use 'n var'ous appl'cat'ons. Extens've stud'es 'nvolv'ng more data 

and d'fferent language features can accelerate developments 'n sent'ment analys's and 

further 'mprove our ab'l'ty to understand the emot'onal tone of text data. 
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Chapter 9 

IN THE FUTURE 

In th's study, a deep learn'ng model was tra'ned and tested w'th 4 Datasets. In the 

future, 't 's pred'cted that Word2Vec LSA techn'ques can be used to obta'n h'gher 

results than these obta'ned results. 

In add't'on, although the CNN model 's successful 'n sent'ment analys's, 't has been 

observed that h'gher results can be obta'ned w'th TLSAN and XLNET when some of 

the l'terature 's exam'ned. It 's pred'cted that h'gh results can be obta'ned by us'ng 

XLNET and TLSAN 'nstead of CNN 'n the future.  
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