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ABSTRACT 

Studies on sentiment analysis and opinion mining initially focused on polarity 

classification through the use of positive, negative, or neutral categories. 

Nevertheless, despite their importance in a wide range of applications, the 

classification of extreme opinions, such as highly negative and very positive ones 

were not targeted until recently. In this work, we focus on a 5-point scale to include 

extreme sentiments as well. The majority of studies in this domain have focused on 

approaches tailored towards special datasets. This doctoral thesis proposes two novel 

ensemble classifier approaches to improve the performance of the sentiment analysis 

task. The first proposed ensemble classifier framework called “SentiXGboost” is 

designed to improve binary sentiment analysis tasks using the XGBoost algorithm as 

a meta-classifier for stacked ensembling. The second proposed approach provides a 

framework based on the concept of the Genetic Algorithms for producing an 

optimized classifier ensemble for binary, ternary, and fine-grained, denoted 

“SentiGA”, sentiment analysis task. Both of the proposed approaches are evaluated 

on the major sentiment datasets, including SemEval-2017 (Sentiment Analysis in 

Twitter) task (4A, 4B, and 4C), Stanford Sentiment Treebank (SST-2 and SST-5), 

Sentimet140, Sentiment Labelled Sentences (Amazon), Stanford Sentiment Gold 

Standard, Yelp Challenge Dataset and Movie Review (Sentiment Polarity Dataset 

V2.0). The performance of both proposed approaches is compared with other 

existing well-known methods in the field using the same datasets. The results show 

that our proposed approaches have successfully enhanced the performance of 

sentiment analysis classification compared to other existing methods. 
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ÖZ 

Duygu analizi ve fikir madenciliği alanındaki ilk çalışmalar olumlu, olumsuz veya 

tarafsız kategorilerinden yararlanarak, özellikle görüşlerin polarite veya 

kutupluluklarına göre iki veya üç kategoriye göre sınıflandırılması gibi konulara 

yoğunlaştı. Bununla birlikte, duyguların ve görüşlerin derecelendirilmesi ve çok 

olumsuz ve çok olumlu görüşler gibi aşırı görüşlerin de tanımlanması birçok 

uygulamada büyük önem taşıdığı halde bu konularında çalışmalara fazla yer 

verilmemiştir. Bu çalışmada, kutupluluk sınıflandırması yanında, aşırı duyguları da 

içerecek şekilde 5 puanlık bir ölçeğe odaklanıyoruz. Bu alandaki çalışmaların çoğu, 

özel veri setlerine için uyarlanmış yaklaşımlara odaklanmıştır. Bu doktora tezi, 

duygu analizinde performansı iyileştirmek için iki yeni sınıflandırıcı topluluğu 

yaklaşımı önermektedir. “SentiXGboost” olarak adlandırılan ilk önerilen 

sınıflandırıcı topluluğu, yığın kümeleme için bir meta sınıflandırıcı olarak XGBoost 

algoritmasını kullanarak iki sınıflı duygu analizi sistemi geliştirmek için 

tasarlanmıştır. Önerilen ikinci sınıflandırıcı toplululuğu, SentiGA, ikili, üçlü ve ince 

taneli sınıflandırmalar için  optimize edilmiş bir sınıflandırıcı topluluğu üretmek için 

Genetik Algoritma kavramına dayalı bir çerçeve sunar. Önerilen yaklaşımların her 

ikisi de SemEval-2017 (Sentiment Analysis in Twitter /Twitter'da Duygu Analizi) 

görevi (4A, 4B ve 4C), Stanford Sentiment Treebank (SST-2 ve SST-5), 

Sentimet140, Sentiment Labeled Sentences/Duygu Etiketli Cümleler (Amazon), 

Stanford Sentiment Gold Standard, Yelp Challenge ve Movie Review/Film 

İncelemesi (Sentiment Polarity Dataset V2.0)  veri seti dahil olmak üzere önemli 

duygu veri setlerinde değerlendirilmiştir. Önerilen her iki yaklaşımın performansı, 

aynı veri setleri kullanılarak sahada mevcut diğer iyi bilinen yöntemlerle 
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karşılaştırılmıştır. Sonuçlar, önerilen her iki yaklaşımın da diğer mevcut yöntemlere 

kıyasla duygu/görüş analizinin performans sınıflandırmasını başarıyla geliştirdiğini 

göstermektedir. 

Anahtar Kelimeler: duygu analizi, öznitelik çıkarımı yöntemleri, makine öğrenimi 

yaklaşımları, topluluk öğrenimi yaklaşımları, basit çoğunluk oylaması, ağırlıklı 

çoğunluk oylaması, optimize edilmiş topluluk sınıflandırıcı, XGBoost ve genetik 

algoritma 
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Chapter 1 

INTRODUCTION 

Recently, the production of textual documents has increased exponentially in social 

media and online web stores. For example, as of 2020, Twitter had 186 million 

followers sending about 500 million tweets daily
1
. Generally, social media can be 

used for different purposes, such as tour consulting services, election forecasts, and 

financial trends. Other uses include advertisements, spam spreading and reporting, 

receiving customer feedback on products, platforms, and websites of e-commerce 

such as Amazon [1].  Social media provides interactive connections between users, 

where people express opinions, share views and establish relations by sharing 

messages and comments. Social media allow users to quickly and conveniently 

express their thoughts, feelings, and viewpoints with others, resulting in an enormous 

amount of messages, reviews, and feedback on various topics [2]. This massive 

amount of data can be valuable for consumers as well as advertisers in analyzing 

public opinion on various topics. However, reading and analyzing every review can 

be an overwhelming task due to the large volumes of text produced. Therefore, there 

is a need for systems to summarize them. One such method is sentiment analysis. 

Sentiment analysis, also known as opinion mining, identifies and predicts people’s 

emotions, feelings, thoughts, and attitudes from accumulated opinions towards a 

subject [4]. For instance, the users of Rotten Tomatoes can quickly determine 

                                                 
1
  https://www.businessofapps.com/data/twitter-statistics/, (accessed on 02 April 2021) 

https://www.businessofapps.com/data/twitter-statistics/
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whether they watch a movie depending upon the sentiment of other users’ comments 

about that movie. According to the sentiments of citizens available in online 

comments, the government can adapt its policies [3]. Notably, the emergence and 

growth of sentiment analysis research coincide with the prominence and exponential 

progress of social media. On the one hand, a massive amount of unstructured data is 

available on the websites, and on the other hand, the need for extracting and 

analyzing information automatically from them renders sentiment analysis an 

important research area in text mining. Sentiment analysis is a challenging issue in 

the field of natural language processing which is not a recent development.  

At the beginning of 2000, sentiment analysis appeared as a research area [5]. 

Primarily, sentiment analysis was used for categorizing documents into topics such 

as politics, sport, and business [6]. Researchers had shown great interest in sentiment 

analysis; however, it was soon understood that it was very different from the 

classification of standard documents and required external information in the form of 

sentiment polarity lexicon. The seminal work on sentiment analysis was carried out 

by Pang et al. [6] and Turney [7]. They introduced the methods utilized in the 

implementations of sentiment analysis to determine the sentiment orientation of 

phrases or words as positive or negative. Following that, studies were conducted on 

the linguistic aspects of expressing opinions and views or sentiments in addition to 

deeper linguistic processing such as negation handling, finer-grained sentiment 

distinctions, positional information, and the role of context in determining sentiment 

orientation. [28-31]. Furthermore, Stoyanov and  Cardie note that for fine-grained 

opinion or sentiment analysis, it is essential not only to determine the polarity of 

sentiment but also the topic category of the sentiment [8]. Later, with the rapid 
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growth of social media, sentiment analysis in Twitter became an important research 

topic. Unfortunately, the lack of suitable lexicons and databases for training, 

development, and testing systems hindered research in that direction. Over time, 

some Twitter resources were developed, but they were limited and proprietary. For 

instance, I-sieve corpus [9] was produced just for Spanish and TASS corpus [10] or 

depended on noisy labels automatically obtained based on hashtags and emotions 

such as Hashtag Emotion Corpus  [11, 6].  In recent years, this situation changed 

with the shared task on sentiment analysis on Twitter. The Semantic Evaluation 

(SemEval) is one of the most important sources of contribution, historically known 

as the SensEval, which provides public datasets and holds competition on sentiment 

analysis tasks. Since 2013, this task has been run yearly [14]. The main competition 

on this task began with SemEval-2013 task 2 [12] and SemEval-2014 task 9 [13] 

with 2-point scales. Then, in the SemEval-2015 task, sentiment towards a topic was 

introduced [15], while the SemEval-2016 task added 5-point scales classification and 

quantification [16, 17].  

Most researchers have attempted to build intelligent automated approaches for 

improving the performance efficiency and accuracy of analyzing sentiment in tweets 

utilizing different techniques and architecture. A large number of studies have been 

conducted to assess the sentiment of tweets and classify them using machine learning 

techniques[18,23,26,27]. In a broader sense, the approaches used in sentiment 

analysis are generally categorized into two distinct groups, namely the supervised 

and the unsupervised machine learning approaches [18]. In the supervised learning 

approach, classification models learn from a labeled set of product reviews to 

construct a model, which then makes predictions on new datasets. Unsupervised 



4 

 

learning approaches can either work based on lexicon or machine learning. In these 

approaches, the classifiers do not always require the labeled data to discriminate the 

given input text. In unsupervised approaches, only the input text is provided to the 

classifier; hence, the classifiers do not require labeling. The majority of the wide 

range of methods proposed for sentiment analysis have been supervised machine 

learning approaches [21-23]. Furthermore, many attempts have been made to 

enhance the predictive performance of supervised machine learning classifiers in 

analyzing the sentiment of tweets in different ways. One such way is using ensemble 

learning techniques which are a significant subfield of machine learning. Ensemble 

learning techniques aim to develop classification models with better performance by 

combining the prediction of different base classifiers into a strong classifier. In 

producing effective ensemble classifiers, it is crucial to identify base learning 

classifiers that can perform the classification task and ideally involve classifiers with 

a variety of structures and outputs. Besides, an appropriate combination schema for 

base learning classifiers is also critical for the performance of ensemble learning 

approaches [19]. 

Additionally, combining the well-performing classifiers can be modeled as an 

optimization problem; hence, the well-established means of meta-heuristic 

algorithms can provide optimal solutions. Meta-heuristic approaches are widely 

categorized into two groups: one based on a single solution and the other based on 

population [20]. Meta heuristics based on a single solution include guided local 

search, variable neighborhood search, tabu search, and simulated annealing. Meta-

heuristics based on population encompass particle swarm optimization, genetic 

algorithm, differential evolution, and ant colony optimization algorithms. Among the 
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many approaches used for sentiment analysis, machine learning-based approaches 

and meta-heuristic algorithms have been successfully implemented in optimizing 

ensemble classifier approaches [24,25]. In recent years, different ensembling 

approaches have been proposed and applied for sentiment analysis and critically 

evaluated. Detailed information regarding these approaches to sentiment analysis is 

discussed in chapter 2. 

1.1 Problem Statement 

As noted, sentiment analysis has been employed in many different domains such as 

retail business, elections, politics, movies, and microblogs to comprehend, track and 

control human sentiments or reactions toward products, events, or ideas. However, 

sentiment analysis is associated with some challenges, such as the use of negation 

and sarcasm, the invention of new words, the existence of spelling mistakes, and 

different writing styles. The challenges are obstacles in the correct classification of 

sentiment and reduce the classification performance. The first milestone of sentiment 

analysis is determining the polarity of sentiment in tweets and categorizing them as 

positive and negative. To end this, there is a need for efficient, systematic studies on 

how to extract comments and sentiments from the enormous amount of unstructured 

text data. Earlier studies have considered that it is possible to categorize text into 

positive, neutral, or negative sentiments. For example, on a 5-point scale, rating 

values of one and two are categorized as negative opinions, rating values of four and 

five are categorized as positive opinions, and rating value of three is categorized as 

neutral opinions. Fine-grained sentiment analysis tasks play a crucial role in the 

polarity classification process. Literature offered many classification methods that 

have been constructed in different ways for specific datasets. However, none of these 

methods has been designed for datasets that denote extreme sentiments on data 
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across all disciplines. In contrast, our thesis relies on binary, ternary, and fine-

grained sentiment classification tasks focused on identifying opinions. Notably, 

choosing the best classification method to correctly classify the intensity of sentiment 

polarity in the text is crucial. It is necessary to design a novel, robust classifier 

scheme for handling these challenges and issues. Therefore, improving the 

performance of existing classification methods is still one of the most significant 

research directions considered by data scientists. The majority of previous sentiment 

analysis studies have focused on applying supervised machine learning methods and 

feature extraction techniques to design a classifier. The first objective in this thesis is 

to build an ensemble classifier method that can conduct classification on binary, 

ternary, and Fine-grain datasets. Secondly, we also design an ensemble classifier, a 

meta-classifier, for stacked ensembling and then design an optimized ensemble 

classifier that selects the well-performing single classifiers from the rest of the 

classifiers in the pool. The major aspect of our study is based on the construction of 

both ensemble classifier methods underlying the concept of both ensemble classifier 

approaches and optimization algorithm techniques. 

1.2 Motivation and Research Objectives 

Sentiment analysis has been considered an interesting research topic in the past few 

years. It provides organizations and businesses with solutions for monitoring and 

analyzing the public’s opinion towards their products, brands, and services. 

Consequently, several studies have focused on sentiment detection of conventional 

text such as review data, online blogs, and discussion forums. It turns out that the 

coming on board of social networks and microblogging services has dramatically 

shifted the attention of research interests towards the analysis of sentiment of 

microblogging data, specifically tweets data. Twitter is one of the most popular 
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microblogging services which produces content that reflect opinions about topics, 

products, and life events [76, 110,47]. This chapter will discuss the main components 

of sentiment analysis - or Opinion Analysis - as a discipline.  

The invention and popularity of social media services have significantly increased 

the amount of user content in such social environments. Social networks and 

microblogging services allow more and more people to write and share their 

opinions, sentiments and seek support on various topics. Currently, one of the most 

interesting topics is analyzing the sentiments of people. This has become an 

attractive topic of research where new ideas keep emerging. Nowadays, sentiment 

analysis is an important task of review mining because it helps producers to improve 

the quality of products, and consumers can make more accurate and faster-

purchasing decisions. Thus, sentiment analysis has seen a considerable effort from 

business as well as academia. The main aim and motivation of this thesis are to 

explore key ways of developing an effective ensemble classification scheme that can 

improve state of the art in sentiment analysis. The focus is on improving the 

predictive performance of sentiment analysis, specifically on Twitter. To achieve 

this, two distinctive novel ensemble classification approaches are developed for 

sentiment analysis. The proposed sentiment classification schemes are carried out 

under two approaches as follows: 

 In the first approach, we propose a novel ensemble classifier framework 

called “SentiXGboost.” This approach analyzes tweets based on binary 

sentiment polarity using the concept of the XGBoost ensemble 

approach. SentiXGboost uses a combination of multiple feature sets 

with ensemble classification by combining multiple base classifiers, 
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which are weak learners, into an ensemble classifier using the XGBoost 

algorithm as a meta-classifier for stacked ensembling. These feature sets 

include Bag of Words, Term Frequency–Inverse Document Frequency, 

Part of Speech, n-gram, Opinion Lexicon, and Term Frequency. For 

comparison, the following popular algorithms were implemented for 

Twitter sentiment analysis: Majority voting, AdaBoost, Gradient Tree 

Boosting, and Bagging. 

 In the second approach, we propose a novel classifier ensemble 

optimization framework to improve binary, ternary, and fine-grained 

sentiment analysis tasks. The framework is based on the concept of 

Genetic Algorithms for optimizing the best-fitting classifier ensembles 

or sentiment analysis in Twitter. In this framework, we form a large pool 

of classifiers by training each classifier with different parameter settings 

and different combinations of feature sets. The predictions of the 

classifiers in an ensemble are combined using a weighted majority 

voting rule.  

1.3 Thesis Contribution 

This thesis proposes two novel approaches for sentiment analysis of tweets from 

Twitter using ensemble classifier techniques and optimization algorithms. To this 

end, two ensemble classification approaches are deployed. Both of the proposed 

ensemble classifier approaches are applied in the field of opinion mining and 

machine learning. The major contributions introduced by the proposed approaches in 

this thesis are summarized and listed as follows: 
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1.3.1 Proposed SentiXGboost Method Contributions 

This proposed method contributes to the task of sentiment analysis as outlined 

below:  

 Six different machine learning classifiers, Naive Bayes (NB), Logistic 

Regression (LR), Random Forest (RF), K-Nearest Neighbors (KNN), 

Decision Tree (DT), and Stochastic Gradient Descent (SGD), are used 

as base classifiers. 

 Using XGBoost as a meta-classifier for stacked ensembling and finally 

improving state of the art in terms of performance.  

 The proposed approach is the only published work on a stacked 

ensemble system with XGBoost as a meta-classifier to the best of our 

knowledge. 

 The proposed framework is tested on the sentiment datasets, including 

SemEval-2017 (Sentiment Analysis in Twitter), Sentiment Labelled 

Sentences (Amazon), Stanford Sentiment Gold Standard, Stanford 

Sentiment Treebank (SST-2), Yelp Challenge Dataset, and Movie  

Review (Sentiment Polarity Dataset V2.0).  

 1.3.2 Proposed Optimized Ensemble Classifier Method Contributions 

The major contributions introduced by this method are summarized as follows: 

 This work aims to explore an effective way to conduct fine-grained 

sentiment analysis by improving the performance and accuracy of 

sentiment classification and extracting aspects related to the sentiments. 

 We propose a novel efficient ensemble classifier framework based on 

optimization techniques to enhance the predictive performance of 

sentiment analysis. We first experiment with different machine learning 
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algorithms, including LR, NB, RF, Support Vector Machines (SVM), 

DT, and SGD trained with different parameter settings and feature sets 

to generate a pool of classifiers. The classifier pool has 25 members. 

 Selecting the best performing classifiers is crucial to developing an 

efficient ensemble classifier scheme. We experimented with using the 

weighted majority voting rule to combine the predictions of the base 

classifiers and forward search to identify the optimum subset of 

classifiers from a large classifier pool. The proposed method provides an 

optimal subset of well-known classifiers for sentiment analysis using the 

concept of Genetic Algorithms. 

 The proposed architecture is tested on the major sentiment datasets, 

including SemEval 2017 Task (4A, 4B, and 4C) datasets and Stanford 

Sentiment Treebank (SST-2 and SST-5) datasets. The results of the 

framework are compared with existing works in the field using the same 

datasets.  

 The results have exceeded the best-published results in all cases to the 

best of our knowledge. 

1.4 Thesis Outline 

The rest of this thesis is structured in separate chapters as follows:  

Chapter 2 gives the background knowledge on the sentiment analysis task, subtasks, 

levels, difficulties in sentiment analysis, and popular approaches to implement 

sentiment analysis—following which an overview of the existing research on 

sentiment analysis on Twitter is provided. Next, we present the general fundamentals 

of ensembling approaches. We introduce the categories of ensemble methods used 

for sentiment analysis then describe the main types of ensemble methods for 
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classification. The aim is to provide the readers some theoretical and explanations to 

better understand the ensemble approaches. Lastly, we provide a basic discussion of 

the Genetic Algorithm optimization technique implemented in this thesis. Chapter 3 

presents the experimental settings employed in this thesis to generate both proposed 

ensemble methods. We also present the detail of benchmark sentiment datasets and 

performance measures used to evaluate the performances of both proposed sentiment 

analysis methods presented in Chapter 4 and Chapter 5. Chapter 5 presents and 

describes the system architecture of the proposed sentiment analysis framework 

called “SentiXGboost.” Additionally, this chapter discusses different parts of the 

proposed architecture and prototype classifiers + extracted features used. This 

chapter also explains the implementation of experimental setups based on the 

experiment settings designed in Chapter 3. The detailed evaluation of the results 

obtained from the implementation of the experiment is also discussed in this chapter 

to reflect the objectives of this project. Furthermore, the comparison results of the 

proposed method against the state-of-the-art methods on the same datasets are 

presented in this chapter. Chapter 6 describes the proposed framework for producing 

an optimized classifier ensemble for sentiment analysis using the Genetic Algorithm 

called “SentiGA.” The design of the experiments and the detailed results of the 

proposed method are also presented in this chapter. Additionally, to further evaluate 

how effective the proposed framework is, comparisons are made between the results 

of the proposed method and those of some existing methods using similar sentiment 

datasets. Chapter 6 concludes the works proposed in this thesis, highlights the main 

contributions, the limitations of the thesis, and further research directions following 

this study.  
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Chapter 2 

 

BACKGROUND ON SENTIMENT ANALYSIS 

This chapter presents a comprehensive literature review that covers the theoretical 

background and technical foundations of sentiment analysis. Representative 

publications relevant to this area are critically analyzed and summarized. Section 2.1 

provides a broad overview of sentiment analysis as well as categorization of its tasks, 

granularities, and difficulties. Section 2.2 provides an in-depth analysis of sentiment 

classification granularities involving different types of levels. Section 2.3 reviews the 

approaches toward sentiment analysis. In Section 2.4, we provide the Ensemble 

Learning approaches to sentiment analysis. In section 2.5, we describe the principle 

of the Genetic Algorithm. Finally, we review several research hypotheses that are 

associated with the research aims and objectives and the research gaps identified. 

2.1 Sentiment Analysis 

This is one of the areas of Natural Language Processing (NLP) where it is assumed 

that textual information consists either of facts or opinions [32]. The purpose of 

sentiment analysis is to analyze people’s sentiments, opinions, attitudes, evaluations, 

and emotions in favor or against organizations, products, individuals, services, 

topics, events, and attributes [32].  

The term sentiment analysis is believed to have first appeared in the late-20
th

 to the 

early-21
st
 century where predictive judgments regarding text for the analysis of 

financial markets were published in certain articles [33,34]. By the year 2002, the 
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possibility of using the semantic attribute of adjectives in classifying the entire 

opinion of a document was explored by Turney [7]. This was the turning point of 

research concerning sentiments or opinions inherent within textual information as an 

integral part of the field of NLP. The study by Nasukawa and Yi [35] is believed to 

be the first literature where the concept of sentiment analysis was first addressed. 

Furthermore, the study by Yi et al [36] in the same year was targeted at addressing 

the disciple of sentiment analysis. Sentiment analysis is categorized basically into 

two classes namely, subjectivity classification and emotion recognition 

[37,38,39,40]. These studies equally took cognizance of similar processes of 

knowledge discovery and problem-solving structures. Sentiment analysis, also 

known as opinion mining is frequently used in review articles when referring to high-

level summarization of techniques and concepts. 

Before addressing what sentiment analysis is, it is required to first understand how 

opinion and sentiment are related. According to Kim and Hovy [41], opinion can be 

represented by a four-tuple as (topic, holder, claim, and sentiment). Further, Liu et al. 

[42] defined an opinion as a kind of subjective expression forming a four-tuple of 

(entity, aspect, sentiment, holder, time), where sentiments are regarded as a kind of 

attribute of the expression. Specifically, the definition by Kin and Hovy [41] relates 

opinions with claims, holders, topics, and sentiments, whereas the definition by Liu 

et al. [42]  integrates opinions with more specific targets such as entities, aspects, and 

times, side expressions, holders and sentiments. As a result of computational cost 

overheads, some studies consider sentiment analysis as a classification problem 

which purpose is to determine sentiment polarity. According to Liu et al. [42], 

sentiment polarity is the orientation of sentiment usually from a piece of text 
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(opinionated) that contains claims or expressions [37,40,43-45]. In this regard, 

sentiment analysis studies are categorized into three including document-level, 

sentence-level, or aspect-level, which depend on the granularity of the pieces of text. 

Sentiment analysis, as a classification problem, can be either binary or multi-class 

classification as the number of polarity labels might be. Binary polarity which 

consists of two classes is widely used in the classification of text documents. 

However, sentiments are more complex than just two classes in real life. The term 

multi-class is used when polarity consists of more than two classes, that is, from 

three above.  

By the year 2001, it became obvious that sentiment analysis is indispensable. Several 

studies dealing with opinion mining have increased and since then, several 

publications have been made on the topic. With advancements in the field of 

machine learning, many techniques have been developed for efficiently handling 

sentiment analysis problems. Several review papers have been published to evaluate 

existing sentiment analysis techniques and examine the progress made so far in this 

area.  

2.1.1 Tasks of Sentiment Analysis 

According to Pang et al. [46], the main tasks of sentiment analysis consist of four 

sub-tasks including opinion extraction, sentiment classification, polarity 

determination, and summarization. On the other hand, Liu and Zhang [47] 

enumerated the main tasks of sentiment analysis to include subjectivity and 

sentiment classification, aspect-based sentiment analysis, sentiment lexicon 

construction, opinion summarization, analysis of comparative opinions, opinion 

search, and retrieval, opinion spam detection, and quality of reviews. Ravi and Ravi 
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[48] listed seven tasks of sentiment analysis as subjectivity classification, sentiment 

classification, review usefulness measurement, lexicon creation, opinion word and 

product aspect extraction, opinion spam detection, and various applications of 

opinion mining. In our study, four tasks of sentiment analysis are considered as 

discussed below and shown in Figure 2.1.  

2.1.1.1 Opinion Polarity Classification 

Opinion polarity classification aims to categorize a piece of textual data such as a 

document, sentence, or aspect, into some polarity labels. As noted, the labels could 

be binary such as positive or negative, or multi-class such as fine-grained or scaled 

ratings [7,35,49,50]. Polarity classification is the primary and fundamental task in 

sentiment analysis which has been extensively researched in recent years. The 

techniques for achieving polarity classification are classified into lexicon-based and 

machine learning-based approaches. In early studies when the main focus was just to 

identify sentiment orientation from words and phrases, the most dominant 

approaches were pure lexicon-based. However, recent studies make use of pre-

developed sentiment lexicons as features and not for determining the sentiment 

polarity of a target [43,51]. Since lexicon-based approaches involve substantial 

human effort in the lexicon generation process, many researchers have opted for 

machine learning approaches because they detect sentiment polarities automatically 

[46,52-55]. Recent studies have focused on deep neural network models rather than 

supervised learning approaches because of the improvements in computational speed 

and power. [51,56-58]. As this task is going to be a centerpiece of this thesis 

2.1.1.2 Subjectively Classification 

The subjectivity detection task checks to see whether a text is subjective or objective. 

A text is said to be objective if it carries some factual information such as “the 
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weather is hot”. On the other hand, subjective texts convey an individual’s personal 

opinion or views, such as “I like hate hot weather”. Subjectivity classification is the 

task that determines whether a sentence is objective or subjective. Subjectivity 

classification differs from polarity classification because the former judges whether 

some textual data such as a sentence, clause, or phrase is opinionated or not. It was 

Wiebe et al. [59] who originated the term “subjective”. Subjective can be determined 

by an understanding of whether the intent or purpose behind a sentence is to be 

factual or otherwise. According to Liu et al. [42], subjectivity classification tasks 

determine whether a sentence is objective or subjective. This means that the task of 

subjectivity classification could be said to be more like the task of a sentence-level 

binary polarity classification. In related literature, Maas et al. [37] employed an 

unsupervised probabilistic model with a supervised sentiment component computed 

by  LR predictor to perform sentence-level subjectivity detection for movie review 

data. Similarly, Nakagawa et al. [45] developed an unsupervised probabilistic model 

with Conditional Random Fields (CRFs) and hidden variables for the classification 

of subjectivity at the phrase and sentence levels, including the detection of polarity 

reversals in data from different sources. Wang et al. [60] utilized the improved 

Fisher’s discriminant ratio-based feature selection method to perform subjectivity 

classification. The proposed set of features together with words appearing in positive 

and negative texts were deployed as train sets for the Support Vector Machine 

(SVM). Relatedly, Benamara et al. [61] proposed subjectivity classification for 

discourse-based sentiment analysis at the segment level. Rustamov et al. [62] applied 

a Fuzzy Control System and Adaptive Neuro-Fuzzy Inference System for sentence-

level subjectivity detection in a movie review. In a related study, Chenlo and Losada 

[63] presented used polarity and subjectivity classification to study different features 
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of a sentence. The study reported that when unigrams or bigrams are combined with 

sentiment lexicon features, improved performance for subjectivity and polarity 

classification is achieved. In another research, Khan et al. [64] used SVM to develop 

a new semi-supervised framework for subjectivity detection which can determine 

feature weights and a lexical approach for simultaneous selection of polarity on 

different parts of speech. Hathlian et al. [65] developed another model where 

sentiment analysis is combined with subjective analysis on Arabic social media posts 

to determine whether or not people are interested in a defined subject. It could be 

observed from these studies that the task of subjectivity classification is considered 

more as a preprocessing phase for further sentiment analysis and not as an 

independent task. 

2.1.1.3 Opinion Summarization 

This task is meant to summarize a large group of opinions on a topic. Usually, the 

opinion encompasses a variety of perspectives, aspects, and polarities. This task is 

important in situations when there is the need to make a decision but a single opinion 

is not reliable. The main features are extracted from one or several documents and 

the corresponding sentiments [66]. There are two aspects to this: single-document 

and multi-document summarization. In single-document summarization, the internal 

facts present in the document are analyzed to extract the pieces of text which 

describe the entire text better. Multi-document summarization on the other hand 

groups the different sentences which express sentiments related to those entities or 

features after they have been identified. The final summary is then displayed in form 

of a graphic or a text to show the main features/entities with the level sentiment 

around each of them. Some studies on opinion summarization focus on the extraction 

aspect of the task to cover terms and phrases [67,68], while others focus on the 
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aspect-level polarity classification. For each product feature extracted, Hu and Liu 

[69] return every negative and positive sentence while assigning a count that tracks 

the number of positive and negative opinions corresponding to each feature. 

Meanwhile, Meng and Wang [70] considered the most repeated terms or phrases to 

represent the summary of a product feature, while Lu et al. [71] addressed the issue 

of aspect ratings for each product. On the other hand, Nishikawa et al. [72] 

developed an algorithm for the summarization of opinions. The algorithm 

simultaneously takes cognizance of content and coherence. Their proposed algorithm 

works by directly searching for the optimum sequence of sentences and extracts and 

orders the sentences which are present in the set of the input document. In another 

study, Condori and Pardo [73] developed another strategy for content selection for 

the production of extractive summaries. The authors presented a template based on 

the Natural Language Generation (NLG) system which can generate abstractive 

summaries of opinions. It is believed that extreme reviews have a great influence on 

customer decisions, and this makes extreme opinions to be very valuable in the task 

of opinion summarization. This is largely because the main aim of the task is to 

summarize views regarding an object for decision-making. 

2.1.1.4 Emotion Recognition 

Emotion recognition is an extension of sentiment polarity classification which serves 

in analyzing more fine-grained emotional states. The sentiments in some kinds of 

textual data may not fit well into binary categories such as positive or negative in 

real-life applications. Rather, some research use labels of emotions such as disgust, 

anger, sadness, fear, surprise, and happiness [74] or the personality traits namely, 

neuroticism, agreeableness, extraversion, conscientiousness, and openness [75], for 

analysis.  The following activities are involved in such studies: recognizing emotion 
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in speech signals [76], detection of moods in lyrics [40], analysis of the mental state 

in diaries [77], detection of personalities in essays [44], recognition of human 

emotions in audio-visual information [78], identification of emotion from body 

movement [79], or detection of emotion by eye-tracking [80]. Some of the studies 

take cognizance of linguistic and psychological factors in the process of analysis and 

make applicable contributions rather than technical contributions. 

2.1.2 Difficulties in Sentiment Analysis 

The main aim of sentiment analysis is to reveal the excitement, attitude, expression, 

opinion, viewpoint, expression, and emotion towards a particular entity. 

Nevertheless, the writer or author’s emotional attitude and state of mind usually 

influence the outcome of sentiment analysis. Over 7000 research projects and articles 

have been written on the topic of sentiment analysis. However, many challenges still 

abound in this area and some have been identified. Some of the challenges identified 

include: 

 At times, the negative sentiments are expressed in a sentence without 

making use of known any negative words. According to Wawre and 

Deshmukh [81], using a particular opinion word for a positive case in 

one context and then using the same opinion word for a negative case in 

another context is a challenge in sentiment analysis. Similarly, Weitzel 

et al. [82] agreed that most times, individuals express their opinions 

differently as the need arise, and different meaning can be attributed to 

the opinion words. According to Boldrini et al. [83], having blended text 

formats, numerous data sources and domains, using informal language, 

multilingual resources, incorrect grammatical spellings, and using slang 

are some of the challenges in sentiment analysis. 
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 It is difficult to handle sarcasm because some reviews express 

dissatisfaction regarding a product or service sarcastically, though with 

positive language. Though some researchers have attempted to address 

the issue of sarcasm [84], this concept is yet to be properly incorporated 

in sentiment analysis systems. In many cases, it can be seen that sarcasm 

reverses the polarity of the sentiment words used in a document. 

Maynard and Greenwood [85] investigate the effect of sarcasm on 

sentiment analysis and show that correctly identifying sarcasm improves 

the performance of sentiment analysis systems. Weitzel et al. [82] 

opined that one of the challenges of the sentiment analysis field is 

Figurative Language. Some examples of Figurative Language include 

sarcasm, irony, analogy, and ambiguity. The Figurative Language 

extends the meaning of a language by deviating from the original usage 

of a word based on the author’s perspective. Some reviews consist of a 

large number of comparative opinions, which poses a challenge to 

sentiment analysis. Instead of offering a review directly on an entity in 

question, some users choose to express a comparison between various 

entities. [86]. For example, “The original version of the software was 

more robust.” At face value, one would think the review has a positive 

polarity; however, further analysis would show that the user has a 

negative polarity against the new version of the software compared to 

the original version. Comparative opinions are often useful in 

identifying the strengths and weaknesses of products or services to 

enable an improvement to be made on future versions of the 

products/services. 
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 Sentiment analysis is equally confronted with the challenge of 

intensifiers and downtowners. An Intensifier is a word that causes the 

sentiment score to increase in the case of positive opinions and causes 

the sentiment score to decrease in the case of negative opinions. An 

example is “Extremely” as used in a review such as “Extremely great 

software.” On the other hand, a downtoner is a word that moderately 

reduces the sentiment score or moderately increases the sentiment score 

in the case of positive opinions and negative opinions, respectively. An 

example includes using “quite” in case of positive opinions in a review 

such as “quite good software.” Taboada et al. [87] opined that the level 

at which intensifiers intensify varies from one case to another. The 

intensity of the intensifier is affected by the sentiment score of the word 

being intensified.  

 Though sentiment lexicons are important features in sentiment analysis, 

creating them is a challenging task. It is difficult to use human 

annotators to annotate semantic intensity scores built with a lexicon 

because of the problem of consistency. Although various lexicon 

sources are available, it is difficult to determine which one offers the 

most reliable semantic scores.  

 Another challenge encountered with sentiment analysis is that the same 

product can be referred to by several names even within the same 

document. Though automatic name entity resolution attempts to solve 

this issue, it is yet to be effectively resolved. It is a challenge to 

accurately handle anaphora resolution in text mining, and this is one of 

the challenges in sentiment analysis.  



22 

 

 There is the need to identify relevant text to each entity being referred to 

in a document. However, the current methods used in identifying 

relevant text in a document do not offer very good accuracy.  

 Handling text with spelling, grammatical, and punctuation mistakes, 

missing punctuation, and slang is also among the challenges faced in 

sentiment analysis systems.  

 Several statements about factual entities convey sentiments; however, 

only subjective statements are often considered in the current methods 

of sentiment analysis. There is, therefore, a need to handle factual 

statements in such cases.  

 Ambiguity in comments is a challenge in sentiment analysis. Some 

authors and fond of using vague and confusing words, and this poses a 

challenge. It is often difficult to determine the meaning of such 

ambiguous statements.  

 The issue of translation is another challenge in sentiment analysis. Some 

reviews are made in other languages and need to be translated into 

English. This may pose a challenge as Western, Asian, and African 

sentiments are significantly different. 

2.3 Levels of Sentiment Analysis 

Sentiment analysis is commonly categorized based on granularity. There are 

typically four levels of granularity involved: concept level, aspect level, sentence 

level, and document level, as shown in Figure 2.1. The source of a sentiment 

(document, sentence, aspect, or concept) determines the particular technique to be 

implemented for sentiment analysis. The following subsections explain in detail the 

levels of sentiment analysis. 
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Figure 2.1: Sentiment analysis tasks and levels 

2.3.1 Sentiment Analysis at the Document Level 

The target at this level is the entire document, where a single sentiment is assigned to 

the whole document [37,50,88]. This follows the assumption that only a single 

sentiment is expressed in the entire document. It is argued that it is not usual for a 

document to carry only one opinion, and as a result, the analysis should be done at 

the component levels [32]. Some researchers argue in favor of this assumption, 

especially for reviews where a concluding remark is required about a product which 

is often a summary of different opinions.  This assumption is also considered valid in 

the case of the financial news domain where the news consisting of positive or 

negative sentiment is usually reflected in a buy or sell outcome. Studies have 

indicated that an enhanced performance could be achieved in sentiment analysis at 

the document level if the focus is directed on diverse attributes in both short and long 

documents alike. It is assumed that short documents such as Tweets discuss a single 

topic due to their word limit. As a result, more attention is paid to identify those 

expressions that convey opinions or sentiments [43,57]. To determine the sentiment 

polarity of long documents, including lyrics [40], essays [44], or diaries [77], the 

sentiment analysis systems focus on exploring how the sentiment in each factor 

Sentiment 

analysis  

Document-level 

Sentence-level 

Aspect-level 

Concept-level 

Polarity classification 

Subjectively classification 

Emotion recognition 

Opinion summarization 



24 

 

contributes to the overall sentiment polarity of the document. Such individual factors 

include, for example, topics [77] or writers [44]. 

2.3.2 Sentiment Analysis at the Sentence Level 

The task of sentiment analysis at the sentence level is to classify the different 

opinions contained in each sentence. These individual opinions are usually identified 

by punctuations: the question mark, the full stop, the exclamation marks, etc. This 

level of sentiment analysis assumes that each sentence conveys just one sentiment. 

Not all the sentences in a text are subject to this assumption, as some sentences do 

not convey a particular sentiment.  There are two classification tasks for sentence-

level sentiment analysis [47]. The first is subjectivity classification which aims is to 

differentiate sentences that convey information and facts (objective sentences) from 

those that convey views and opinions (subjective sentences). The second category is 

termed polarity classification of the sentences into either positive or negative classes. 

As noted, sentiment analysis at the document level usually produces general and non-

specific information. This makes it necessary for a more specific analysis at the level 

of individual sentences. Several studies analyze opinions based on the individual 

sentences contained within the document [47,89-99]. Sentiment analysis at the level 

of sentences helps in eliminating noise and polarity shifts from a document and is the 

most preferred method when there is the need to capture the different opinions 

contained in one document. 

2.3.3 Sentiment Analysis at the Aspect Level 

It has been argued that the assumption of document-level sentiment analysis where 

an entire document is said to contain only a single sentiment is not realistic [67, 100, 

101]. At the aspect level, sentiment analysis identifies each aspect contained in the 

text, and then the sentiments and or opinions are classified based on each aspect. 
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Aspect level sentiment analysis assumes that all opinions are targeted at specific 

topics or objects. This is a distinctive feature between this form of sentiment analysis 

and the others.  For instance, aspects in movie reviews could be in the form of music, 

actors, or lights. Consequently, customers expressing opinions concerning a movie 

do so using these aspects such as their opinion about the actors or choice of music. 

There are two tasks involved in aspect-level sentiment analysis, including aspect 

extraction and sentiment classification. Aspect extraction makes use of probabilistic 

models such as Linear Discriminant Analysis (LDA) [101], or regression analysis 

[100]. On the other hand, sentiment classification uses tools such as neural network 

models [102]. Most studies on aspect-level sentiment analysis usually focus on the 

review domain since it is typical for review data to involve several aspects such as 

price, model, and color for a review of an android phone; and they assign a 

corresponding rating for each aspect which serves as a label for evaluation [100-

102]. 

2.3.4 Sentiment Analysis at the Concept Level 

Concept-level sentiment analysis aims to conduct sentiment analysis beyond the 

usual word-level analysis. Its objective is to ensure an efficient transition from 

unstructured textual information to structured data that can be processed by a 

machine regardless of the domain involved. This method uses semantic networks or 

web technologies for text analysis to ensure that conceptual and affective information 

associated with natural language opinions are aggregated. This approach relies on 

semantic knowledge bases instead of keywords and word co-occurrence counts. For 

instance, the approach relies on the implicit features of natural language concepts, 

unlike syntactical techniques. Furthermore, concept-based approaches are capable of 

extracting sentiments that are implied and cannot stand alone but are only linked to 



26 

 

other concepts.  The method of opinion mining based on concepts was presented by 

Cambria et al. [103]. Concept-level analysis of emotions makes inference using 

conceptual information relating to emotions and sentiments inherent in natural 

language. Poria et al. [104] proposed a new approach that improves the accuracy of 

polarity detection where comments are analyzed at the conceptual level. The 

approach integrates machine learning techniques with linguistic and common-sense 

computing. The proposed approach appears to produce higher accuracy than the 

usual statistical methods.  Tsai et al. [105] built a concept-level dictionary using 

common-sense knowledge. Several related studies, such as [106-112], have focused 

on concept-level sentiment analysis.  

2.4 Approaches to Sentiment Analysis  

The decision of selecting a technique to use in sentiment classification is a vital step 

in opinion mining. Polarity classification (also sentiment classification) involves the 

process of deciding the polarity of an object, such as document, sentence, etc., to 

determine if sentiment expressed towards a subject is positive, negative, or neutral.  

Polarity classification has been widely used in social media, blogs, product reviews, 

news articles, forums, etc. Three methods of sentiment classification appear in the 

literature. These include machine learning approaches, hybrid approaches, and 

lexicon-based approaches, as shown in Figure 2.2. The approaches are discussed in 

the following section: 
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Figure 2.2: Sentiment analysis approaches [115] 
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into various classes. The machine learning approaches can be classified into three 

main categories: supervised, semi-supervised, and unsupervised learning approaches. 

The main distinction among these approaches is whether the training data is labeled 

or not. Natural language processing plays a vital role in the process of feature 

extraction. Some important features used include (i) part-of-speech information such 

as adjectives, adverbs, and nouns [113,114]; (ii) syntactic dependencies [47,63,87]; 

(iii) terms, that is words or n-grams and their frequency; and (iv) negations which 

change the meaning of any sentence. Figure 2.3 gives the types of supervised 

learning-based approaches to sentiment classification. The three main categories of 

machine learning-based approaches are discussed in the following subsections. 

2.4.1.1 Supervised Learning-Based Approaches 

These approaches make use of labeled training documents to classify text 

automatically. Supervised learning approaches deal with constructing classification 

models that can predict the category of documents based on predefined class labels. 

There are four basic types of supervised learning classifiers as discussed below: 

 Decision tree classifiers: These algorithms build a tree-like structure of 

hierarchies with true/false queries in line with the categorization of the 

training document. 

 Linear classifiers: They determine suitable separators which can 

separate the space into different classes in an optimum way.  

 Probabilistic classifiers: They classify documents based on maximum 

probability. Examples include Naive Bayes, Bayesian network, and 

maximum entropy.  

 Rule-based classifiers: They divide the data into segments bases on a set 

of rules. In the training phase, the rules, which are usually in the form of 
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“IF condition THEN conclusion” statements are generated for 

classifying documents into annotated categories. 

 Pang et al. [50] deployed NB, Maximum Entropy (ME), and SVM to classify movie 

reviews into binary classes in pioneer research involving sentiment analysis. The 

authors concluded that SVM produced the highest accuracy.  The SVM is considered 

the most appropriate method for text classification [116] because of its strong 

theoretical base and its success in sentiment classification [117]. The performance of 

SVM and NB were compared with that of Artificial Neural Network (ANN) by 

Moraes et al. [118] for sentiment analysis using both balanced and unbalanced 

datasets. It was found that the performances of NB and SVM were affected by the 

unbalanced data. In another research, Bilal et al. [119] examined the performances of 

three algorithms, namely, NB, DT, and NN, in the classification of Urdu and English 

opinions in a blog. They found that NB performed better than the other two. 

Relatedly, Bhavitha et al. [120] conducted experiments to compare the performances 

of these algorithms:  NB, SVM, and KNN; with the outcome showing that with a 

large feature set, SVM yielded the highest accuracy than the others; while Naïve 

Bayes produced the highest accuracy with a small feature set. In a separate study, 

Poornima and Priya [121] evaluated the classification accuracies of SVM, 

Multinomial NB, and LR. The results showed that LR had a higher accuracy than the 

other algorithms in the task of Twitter sentiment analysis. 

The study by Yasen and Tedmori [122] involved eight algorithms, namely, NB, 

KNN, Bayes Net (BN), Ripper Rule Learning (RRL), SVM, RF, SGD, and DT. It 

was concluded that each algorithm proved some level of efficiency and reliability in 

the task of sentiment analysis. 
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2.4.1.2 Unsupervised Learning-Based Approaches 

Unsupervised learning methods do not use training data in the process of 

classification, neither do they depend on existing data labels.  It is difficult and 

expensive to access training data in some cases, and so unsupervised learning 

methods overcome this challenge. These methods consider a set of training samples 

where information regarding the output is unknown and only the input value is 

specified. There is no need for large human-annotated training data when using 

unsupervised learning methods. Syntactic patterns and lexical-based methods [123] 

are the widely used strategies under the unsupervised learning methods. Lexical-

based methods consist of a set of predefined words which are associated with a 

particular sentiment. Turney [7] presented an unsupervised learning algorithm that 

could classify reviews into two classes, recommend/recommend, based on the mean 

number of positive/negative phrases present in the review.  

 On the other hand, the lexicon-based method employs a dictionary of words, 

phrases, their associated strength, and orientations and then computes sentiment 

score by incorporating intensification and negation [87]. Originally, the method was 

deployed for sentence and aspect-level classification of sentiment [69,124,125]. 

2.4.1.3 Semi-supervised Learning-Based Approaches 

These approaches appear between unsupervised learning and supervised learning 

[126,127], and they infer a function from both labeled and unlabeled data. Unlabeled 

data is very useful [128], such that when used together with a small amount of 

labeled data, the accuracy and precision of the model are enhanced. The structure and 

feature space are some of the properties of unlabeled data exploited for classification 

tasks. Based on an assumption, one or more regularizer is formed over the unlabeled 
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data and then used to train and evaluate the model. Semi-supervised learning can be 

used for classification [129], feature reduction [130], hashing techniques [131], 

regression [132], and clustering [133,134] tasks. The approaches can also be used for 

metric learning [135], such as the research by Hoi et al. [136], where semi-

supervised learning was used to evaluate a distance metric for image retrieval. 

Although supervised learning models produce a good performance for sentiment 

analysis, the requirement for training data is a challenge. This is why several studies 

on supervised learning methods use the same datasets over and over. There are large 

amounts of social network unlabeled data available, although with noisy labels. 

Consequently, semi-supervised learning methods are becoming popular because of 

the availability of these unlabeled data from social networks. There are two 

categories of semi-supervised learning approaches, including self-training or co-

training-based and graph-based approaches. Self-training and co-training approaches 

build models using a small amount of training data while cashing in on a larger 

volume of unlabeled or noisy labeled data. With this approach, the size of the 

training data can be extended without human interference. Meanwhile, the graph-

based approach utilizes series of models which use graph structure to handle 

sentiment classification problems. Among the graph-based algorithms, label 

propagation is one of the widely used. 

2.4.2 Hybrid Based Approaches 

Hybrid methods combine more than one machine learning approach to form a single 

classifier. For instance, Prabowo and Thelwall [137] developed a hybrid classifier 

with five different classifiers including General Inquirer, Rule-Based, Statistics-

Based, Induction Rule-Based, and SVM.31. In another research, De Albornoz et al. 
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[138] developed a hybrid classifier using machine learning techniques and lexical 

rules. The classifier is meant for the classification of sentences' polarity and intensity. 

The approach can determine the polarity class and intensity of each sentence, with 

the capability to address word ambiguity. The hybrid approach introduced by Ghiassi 

et al. [139] analyses sentiments in Twitter text using n-gram, a Dynamic Artificial 

Neural Network (DAN2), or SVM algorithm. In another research, Poria et al. [104] 

developed a hybrid approach made up of linguistics, commonsense computing, and 

machine learning to handle concept-level sentiment analysis. Furthermore, Appel et 

al. [96] proposed another hybrid method using semantic rules, improved negation 

management, and an enhanced sentiment lexicon to identify sentiment polarity at the 

sentence level. The system computes the intensity of sentiment polarity with fuzzy 

sets. In the approach proposed by Al Amrani et al. [140], sentiments are classified 

using Support Vector Machine, Random Forest, and RFSVM algorithms. Equally, 

Asghar et al. [141] developed a framework for the analysis of tweets using a slang 

classifier (SC), emoticon classifier (EC), and general‐purpose sentiment classifier 

(GPSC). On the other hand, Rajeswari et al. [142] presented a model that combines a 

lexical approach (SentiWordNet) with algorithms such as SVM, DT, LR, and NB for 

sentiment analysis. 

2.4.3 Lexicons Based Approaches 

Opinion words, also known as sentiment words are an integral part of sentiment 

analysis because they are what algorithms need to mine positive or negative 

opinions. As an example, awesome, splendid, good, amazing, and fantastic are 

positive, while awful,   bad, worse, poor, and disgusting are negative. In some cases, 

more than just words is combined to express positive or negative opinions such as in 
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quite amazing, very awful. The list made of such words and phrases is called a 

sentiment lexicon (or opinion lexicon) [46]. 

In some cases, the lexicons comprise of Part-of-Speech in which the words are 

segmented into adjectives, adverbs, nouns, and verbs Turney [7]. Ding et al. [124] 

introduced a lexicon approach that improves on the lexicon-based method developed 

by Hu and Liu [69]. The approach makes use of the information content from several 

sentences and just one sentence. This strategy determines the polarity of opinion 

words by making use of some linguistic properties of natural language expressions, 

and user inputs or domain knowledge is required in advance. The approach addresses 

the challenge of multiple and conflicting opinion words by evaluating the distance 

between opinion words and the product feature. Takamura et al. [143] proposed a 

method of polarity extraction for phrases where lexical networks that connect similar 

words with two links were built. That is, words linked with the same and different 

polarity. The method is capable of classifying adjective-noun phrases with unseen 

words. In another research, Mohammad and Turney [144] developed a lexicon that 

combines sentiment polarity with any of these eight emotion classes including anger, 

anticipation, disgust, fear, joy, sadness, surprise, and trust for each word. On the 

other hand, Lin et al. [145] proposed a framework for cross-language opinion lexicon 

extraction which uses the mutual-reinforcement label propagation algorithm. In 

related research, Zhang and Singh [146] developed a framework with the ability to 

generate a domain-specific sentiment lexicon. It is to be pointed out that adjective 

and adjectival phrases are the most influential words in sentiment analysis, and this is 

why most early research paid more attention to the use of qualities [69,147,148]. 

Furthermore, Nasim et al. [149] used TF-IDF and lexicon-based features to develop a 



34 

 

model that can conduct sentiments analysis expressed by students in their textual 

feedback. Equally, Han et al. [150] developed a lexicon-based framework for 

sentiment analysis. The system uses the domain-specific sentiment lexicon from the 

proposed domain-specific sentiment lexicon generation method. In another research, 

Rezaeinia et al. [151] developed a model that improves the accuracy of an existing 

model of sentiment analysis which was based on pre-trained word embeddings. The 

model combines four approaches including lexicon-based, POS tagging, word 

position algorithm, and Word2Vec/GloVe. A study by Machová et al. [152] 

proposed a lexicon-based sentiment analysis method that uses nature-inspired 

optimization algorithms to check out for optimal polarity values inherent in lexicon 

words. 

2.5 Ensemble Learning Approaches 

Ensemble learning approaches are also called learning multiple classifier systems 

and are used to handle classification tasks [153]. In this approach, several models are 

fit on the same training data to develop a system to perform classification and 

predictions. Each machine learning algorithm and model has its limitation, and that is 

why it is important to combine (ensemble) several models to complement each other. 

The goal of combining learning algorithms is to achieve higher accuracy compared 

to using just one classification model [154]. Though, it has been argued that it is not 

always true for an ensemble algorithm to perform better than a single learning 

algorithm [154,155]. The various types of ensemble learning algorithms are 

discussed below:   

 Sequential methods: Under these methods, base learners are generated 

sequentially, consisting of data dependency. That is, each data depends 
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on the previous data in the base learner. An example of this method is 

“boosting”. 

 Parallel methods: These methods generate the base learner in a parallel 

order without data dependency. An example is “stacking”. 

 Heterogeneous ensemble methods: These methods use the same data to 

build different types of classifiers, and the method of feature selection 

differs for the same data. The final result is obtained by taking the mean 

of the models. An example of this method is “stacking”. 

 Homogeneous ensemble methods: These methods build the same type of 

models with different datasets for each model. The results from each 

model are then aggregated to form a single model. The method is 

appropriate for large datasets, and the method of feature selection is 

similar for all data. Examples of these methods are “bagging” and 

“boosting”.   

Ensemble learning algorithms can be divided into two categories: the common and 

combining methods. The details of each method are described below. 

2.5.1 Sentiment Analysis through Most Popular Ensemble Methods 

Some commonly used ensemble methods are discussed in this subsection. They 

employ a subset of training data in the process of classification such as bagging 

[156], boosting [157], and RF [158]. 

 Bagging/bootstrap aggregation: It is a method used in decision trees to 

decrease the rate of variance in learning algorithms. For instance, a 

single tree will have a higher variance than the average prediction of 

combined trees.  Bootstrapping is a resampling technique where random 
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samples of smaller and same sizes are obtained from the dataset. In the 

process of bagging, classification models are built using the bootstrap 

samples of the training set and the individual outputs from each 

classifier then combined by a plurality vote [159]. In research by Qadir 

and Riloff [160], a bagging algorithm was deployed to classify five 

classes of Twitter hashtags including affection, anger/rage, fear/anxiety, 

joy, and sadness/disappointment. The hashtags were manually selected 

to represent the emotion corresponding to each class. Ten hashtags were 

learned in hundred iterations by the bagging algorithm which was then 

used to search the seed hashtags from tweets for labeling. In another 

study, Prusa et al. [161] examined the performance of ensemble 

algorithms (bootstrapping and bagging) and feature selection or 

resampling with Twitter data. Two feature selection methods namely, 

the chi-square (CS) and the Receiver Operating Characteristic (ROC) 

were used to select the important attributes for model construction. 

Furthermore, other models were constructed and evaluated using 

random re-sampling (cross-validation). It was found that the 

combination of bagging with feature selection produced better sentiment 

classification of tweets than the resampling method. 

 Boosting: This method is used basically for converting weak learners to 

strong learners. In the learning process, the models are constructed 

iteratively by choosing the training subset of the current model based on 

the performance of the previous model. The model with higher weights 

is considered the misclassified model. Some examples of boosting 

algorithms include AdaBoost and Stochastic Gradient Boosting (SGB). 
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In the study by Celikyilmaz et al. [162], the sentiments in tweets were 

classified into two groups: polar and non-polar based on  positive or 

negative sentiments, respectively 

 Tree ensembles: These algorithms were first developed in 1995 by Ho 

[163] and are a combination of decision trees. The Boosted Trees 

developed by Friedman [164] is one of the widely used ensembles of 

trees. Random Forest, a tree bagging algorithm developed by Breiman 

[158] combines several random trees through bagging and voting [163]. 

In the training process, several random decision trees are generated and 

data is randomly selected on which trees are fit. At the end of the 

training, each tree cast a vote and the predicted class is that which has 

the majority vote. Random Forests use two methods namely, bagging 

and random subspace projection [165]. In the latter method, features are 

used instead of data [166], and at each split, a random subset of features 

is selected to curtail overfitting. 

2.5.2 Sentiment Analysis through Simple Ensemble Methods 

These methods combine the outputs from multiple models to predict the class as in 

majority voting and weighted voting. 

In majority voting [167], all outputs from each classification model are taken as input 

and the label with the majority of votes is predicted as the class. The decisions on 

whether to place an object into a class are taken when more than half of the 

classifiers vote for it. If not, the input is rejected. In a related study, Gryc and 

Moilanen [168] classified the sentiments from a dataset into three classes namely, 

positive, neutral, and negative using three features. The features include the unigram 



38 

 

bag-of-words, the social network feature, and the feature for sentiment scoring.  Two 

statistical classification methods: Naïve Bayes Multinomial (NBM) and LR were 

used for prediction. Furthermore, two ensemble learning algorithms: stacking and 

majority voting were employed for prediction. It was found that stacking yielded a 

lower accuracy compared to using a single machine learning algorithm and vice 

versa for majority voting. In a related study, Wan and Gao [169] developed an 

ensemble classification model for sentiment analysis where random resampling was 

run to obtain balanced classes. Information gain was deployed to choose the first 656 

most important features, and five learning algorithms: NB, SVM, Bayesian Network, 

C4.5 Decision Tree, and RF formed the ensemble methods. Relatedly, Chalothom 

and Ellman [170] conducted different tests involving base learners, sentiment 

lexicons, and ensemble methods. Majority voting and stacking methods were tested 

and it was found that majority voting with three models produced better scores for 

tweets. 

In weighted majority voting, a weight is assigned to each classifier relative to its 

performance to correct predictions. Weights are utilized during the aggregation of 

votes and the impact is increased or decreased to reflect correct/wrong predictions by 

each classifier. There are two methods of choosing weights: as a constant for each 

classifier or different weights for each class and each model corresponding to 

accurate predictions. In a related study, Aziz and Dimililer [171] employed weighted 

majority voting in research that sought to enhance the predictive accuracy of 

sentiment analysis in Twitter. Six classifiers were used as base classifiers including 

LR, NB, DT, SGD,  SVM, and RF. Usually, weights are chosen as accuracy and can 

be static or dynamic depending on the classified instance [172]. In a study by Kolyal 
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et al. [173], weighted majority voting was deployed to determine the association 

between the event’s time and document creation time after extracting the events. 

Research has shown that the classification accuracy of ensemble classifiers in 

majority voting can be enhanced using weighted voting approaches. A related 

example is a study by Nazeer et al. [174] where weighted majority voting was used 

to identify sentiments within tweets. Classifiers including NB, RF, and LR were 

employed and their performances examined.  

Apart from the majority voting strategy, there are other forms of voting approaches 

known as unanimity and plurality voting [153]. Unanimity voting is where each 

pattern is specifically labeled as a class provided all the ensemble members agree on 

the label. Further, plurality voting requires that half of the members plus one 

additional member agree on a class label. 

2.5.3 Sentiment Analysis through Meta-Classifier Ensemble Methods 

The commonly used meta-learning methods are described in this section.  

 Stacking [175] combines classifiers built by different inducers and 

attempts to distinguish which classifiers are the most reliable. It is aimed 

at achieving the best generalization accuracy. In stacking, the original 

input attributes are not utilized but rather, the predicted values of the 

model are used as the input attributes without altering the target 

attributes. Each of the base classifiers classifies the test instance at the 

initial stage. Then, the classifications are forwarded to a meta-level 

training set where a meta-classifier is generated. The original dataset is 

partitioned into two subsets where one of the subsets is used as the meta-

dataset while the second is for building the base-level models. The 
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consequence is that the meta-classifier makes predictions that can be 

generalized for the base-level learning algorithms. To improve the 

performance of stacking, the output probabilities corresponding to every 

class label generated by the base-level classifiers are used. This requires 

that the number of input attributes is multiplied by the number of 

classes. According to Wolpert [175], stacking is meant to utilize the 

output from the base classifier to serve as input for the meta-classifier. 

In a study by Džeroski and Ženko [176], the performance of stacking 

was evaluated by fitting ensembles of classifiers which showed that 

stacking performs better compared to the ensemble by cross-validation. 

To improve on stacking, the authors proposed a multi-response model 

tree that can learn at the meta-level. The results showed that the system 

performed better than normal stacking approaches and better than 

selecting the best classifier by cross-validation. 

 Arbiter Trees are built following a bottom-up approach [177]. Pairs of 

classifiers are induced and a new arbiter is induced from the output of 

two other arbiters. That is, given any k classifiers, there consist log 2(k) 

levels corresponding to the generated arbiter tree. The following steps 

are followed to create an arbiter. Given any pairs of classifiers, their 

training dataset union is classified by the two classifiers. The predictions 

of the two classifiers are compared by a selection rule to select instances 

that form the training set for the arbiter. The set with the same learning 

algorithm is considered for inducing the arbiter.  The arbiter provides an 

alternate classification in situations where n there are diverse 

classifications by the base classifiers. The arbiter then provides an 
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arbitration rule which serves as the final classification outcome. Figure 

2.3 demonstrates an arbiter tree generated for k = 4. Trainset1−Trainset4 

are the initial four training datasets from which four classifiers 

(Classifier1−Classifier4) are created simultaneously. Trainset12 and 

Trainset34 are the training sets produced by the rule selection from which 

arbiters are produced. Arbiter12 and Arbiter34 are the two arbiters. 

Similarly, the root arbiter (Train14 and Arbiter14) are generated and the 

arbiter tree is completed. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.3: Arbiter tree sample 
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composition rule. To classify an observation, the composition rule is 

used to generate the classifications. The results from two base classifiers 

and a single combiner are shown in Figure 2.4. There are two schemas:  

the stacking schema and stacking with additional input attributes. A 

study by Chan and Stolfo [179] proved that the stacking schema does 

not perform as well as the second schema. It was shown that information 

is lost as a result of data partitioning, but combiner trees preserve a good 

accuracy level achieved by a single classifier.  

 

 

 

 

 

 

Figure 2.4: Prediction from two single classifiers and a single combiner 
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predicts the unclassified instance. The classifications are done by the 

base classifiers which are confirmed correct by the meta-classification 

schemes from the outcome. Voting is performed in situations where 

there are conflicting classification results from several base classifiers. 

To some extent, grading is a generalization of cross-validation selection 

[181] where the training data is divided into k subsets and classifiers are 

built on k − 1 set and tested on one set. The classifier with the least 

misclassification rate is returned by the procedure. The strategy 

considers separately each instance in such a way that only classifiers that 

predict correctly a particular instance are considered. Grading differs 

from combiners because grading does not change the instance attributes 

by replacing them with class predictions. In addition, grading creates 

several sets of meta-data for each base classifier, and then meta-level 

classifiers are learned from the sets. On the other hand, arbiters use 

information about the disagreements of classifiers to determine the 

training set while grading makes use of disagreement to select the 

training set. 

2.6 Optimization of Ensemble Classifier   

The subset of base models with the highest performance can be selected to fit an 

ensemble. However, this method of selecting a subset of models is proving to several 

challenges such as over-fitting, sensitivity to noise, and the possibility of selecting 

similar base models. The performance of ensemble learning depends largely on the 

base models and so it is important to pay attention to the process of base models’ 

selection. It is important to evaluate the performance of each base model individually 

and how they contribute to the ensemble model. The diversity of the base models 
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should be ensured and each should have a reasonable contribution to the overall 

performance of the ensemble model. Against this backdrop, this research proposes to 

develop an optimized ensemble classifier algorithm that can search and select the 

best base models that will result in an ensemble model with high performance.  The 

optimized algorithm will employ the Genetic Algorithm in the search process to 

ensure that only the base models with high performance are selected for ensemble 

learning. This approach has several advantages such as curtailing over-fitting and 

reduction of model complexity. The 25 base classifier models shown in Table 6.3 of 

Chapter 6 are optimized using the Genetic Algorithm such that different parameter 

settings and feature subset combinations are used. 

2.6.1 Optimized Classifier Selection Criteria  

One of the most important steps in the design of an optimized classifier is how to 

select the appropriate base classifiers from a list of classifiers. There are two types of 

methods for classifier selection. These include static classifier selection and dynamic 

classifier selection. Each method is concerned about optimizing classification 

accuracy as much as possible. The same set of classifiers is used for the prediction of 

unseen samples in the case of static classifier selection, while in dynamic classifier 

selection, a set of different classifiers is selected to form the ensemble. Furthermore, 

the base classifiers are trained on the training data after which the results of the 

combination from the development data are used to select the subset of classifiers 

with the optimum performance. For a corpus without development data, k-fold cross-

validation is applied to the training set to search for the optimum classifier subset for 

testing the unseen data. There are several approaches for implementing the dynamic 

classifier selection method. One of these is to dynamically determine the candidate 

classifiers based on similarity in the performance on similar input values in the 
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training data [153]. Another method is to select the single best-performing classifier 

in the neighborhood of the unseen data. 

2.6.2 Optimized Ensemble Classifier using Search Algorithm 

It is required to explore all the possible candidate classifier combinations to arrive at 

the optimum classifier ensemble. There are different methods for performing the 

search, such as using Single Best Search, N Best Search, Forward Search, Backward 

Search, Exhaustive Search, and Evolutionary Search algorithms. The Single search 

algorithm considers the best performing classifier, while the N Best Search algorithm 

considers the N best performing classifier(s). Furthermore, the Forward and 

Backward Search algorithms terminate when the optimization function has been 

exhausted and are referred to as greedy search algorithms. On the other hand, the 

Exhaustive Search algorithm works on the assumption of a small number of the 

candidate classifier ensembles, which makes it unlikely for an increment in the 

number of the base classifiers. The Evolutionary Search works better for a large 

number of classifiers, unlike the greedy search algorithms. Several studies have 

implemented this algorithm for the process of classifier selection [182]. Some 

prominent examples of the Evolutionary Search algorithms include the following:  

Genetic Algorithm, Bee Colony, Firefly, and Ant Colony. Several studies have 

implemented the Genetic Algorithm as an Evolutionary Search approach [182,183].  

In this thesis, one of our proposed methods for sentiment analysis in Twitter 

employed the Genetic Algorithm as part of the designed architecture, as discussed in 

Chapter 6. The Genetic Algorithm is a model that mirrors a natural evolutionary 

system. 
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2.6.3 Principle of Genetic Algorithm 

Genetic Algorithms have been applied in engineering and science for solving 

problems involving computational modeling of natural evolutionary systems [184]. It 

involves a natural selection process in which the fittest individuals are chosen for 

reproduction to produce offspring(s) for the next generation. It was invented by John 

Holland in the 1960s and was later developed by Holland and his students and 

colleagues in the 1960s and 70s at the University of Michigan [184]. They are based 

primarily on the Darwinian concepts of survival of the fittest [185]. Genetic 

algorithms are inspired by genetic functions that attempt to find potential solutions to 

a given problem iteratively. In the process, new populations are reproduced, and the 

optimal solution is targeted. The main concept in genetic algorithms is population 

because many objects in the solutions space are searched in parallel sets of genetic 

operators aside from the other search functions. Genetic algorithms are very 

effective, especially when optimizing function spaces that calculus-based algorithms 

cannot handle. They work by the repeated evaluation, selection, and reproduction, 

and the process continues until the convergence of the population of solutions is 

optimal. Figure 2.5 shows the steps taken by a genetic algorithm. The phases of the 

genetic algorithm are described below: 

2.6.3.1 Initial Population  

The initial population constitutes the first set of potential solutions which are usually 

generated heuristically or randomly with the population is made a set of individuals. 

An individual consists of a set of parameters referred to as Genes. A combination of 

Genes form a chromosome and several chromosomes make up the genetic algorithm 

represented by binary-encoded values which form candidate solutions to the 

optimization problem [186]. A candidate solution is normally encoded as an array of 
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parameter values corresponding to the given problem. Formally, given a problem 

with n dimensions, each chromosome is encoded as an n-element array. 

Chromosome = [G1, G2, … ,Gn ] 

where each Gi constitutes an actual value of the i
th

 parameter.  

2.6.3.2 Encoding 

Each member of the population is represented as a binary bit string with a fixed 

length in a genetic algorithm. The parameters of the problem are encoded as strings 

and referred to as a chromosome or DNA and can be decoded to the original values 

of the parameters. It is usual to refer to the encoding as genotype, while the decoding 

as phenotype.  

2.6.3.3 Evaluation or Fitness Calculation 

To test and evaluate the performance of a potential solution, the fitness function is 

used. The ability of a chromosome to compete with other chromosomes is referred to 

as its fitness and is assigned a probability of survival to indicate how fit a 

chromosome is. Evaluation is conducted immediately after creating the initial 

population to find the fitness level of the constituents of the population. To determine 

the members that will participate in the next round of selection and reproduction, 

those with higher levels of fitness are considered. The chromosome or DNA is used 

in computing the fitness which serves as input to the objective function.  

2.6.3.4 Selection  

In the selection phase, the fittest chromosomes to be used for reproduction are 

selected using the criteria defined by the user. The chromosomes transfer their genes 

from one generation to the other. It is assumed that only those chromosomes which 

are fit are selected in the previous generation to produce offspring. Selection 

approaches including roulette wheel selection, tournament selection, rank selection, 
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and elitism are used to select pairs of parent chromosomes. Part of what takes place 

at the selection phase is to determine the number of offspring each individual will 

produce in the next generation. This is referred to as the target sampling rate, and it is 

not a whole number that must be changed to an integer. Individuals exhibiting higher 

fitness are preferred over those with less fitness.  

2.6.3.5 Reproduction  

At this phase, two objects are randomly selected from the mating pool.  Following 

the selection, the genetic functions are then applied to their genetic attributes to 

produce new members that form the next generation. The process continues till the 

completion of the next population. Crossover and mutation are the main operators in 

the recombination phase. 

2.6.3.6 Crossover  

This is the phase where the selected chromosomes reproduce and pass on their 

genotype to the next generation. A crossover point is chosen for the pairs of 

chromosomes by default or randomly among the genes. Parents exchange their genes 

to produce offspring until a crossover point is attained. When the selected crossover 

point is attained, the tails of the parent chromosomes are swapped to produce new 

offspring. The crossover probability (between 0.5 and 1.0) determines how the 

crossover occurs and is generated by the crossover function. 

2.6.3.7 Mutation 

This is a secondary genetic operation which task is to maintain diversity in the 

population. It safeguards the population against pre-mature convergence on one 

solution in addition to creating genetic codes absent in the current population. The 

mutation changes the genotype of an individual when applied at a frequency known 

as the mutation rate which is usually less than 0.05.  
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2.6.3.8 Accepting  

This is the point where the stopping condition is reached after the series of genetic 

operations. It is the point where an optimal solution is reached and all genetic 

operations terminate. 

Start

Initialize population

Compute the fitness value

Mutation

Satisfy stop 

criterion

No

End

Selecting parents

Mate parents

Yes

 
Figure 2.5: Schematic flowchart of the Genetic Algorithm (redrawn from [187]) 
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Chapter 3 

RELATED WORK 

This chapter provides the prominent related work being carried out in the area of 

sentiment analysis.  First, we discuss the studies which are concerned with sentiment 

analysis. In the last decade, sentiment analyses have been broadly considered the 

most active research area in the field of text mining. There are many applications and 

enhancements on sentiment analysis algorithms that were proposed in the last few 

years. Researchers used different techniques to extract features and applied various 

machine learning techniques to perform sentiment analysis. Early works on 

sentiment analysis mostly tried to analyze if the overall sentiments of a review are 

positive or negative. First works on sentiment analysis beginning with the seminal 

work of Pang et al. [50], Turney [7], Dave et al. [188], Yu and Hatzivassiloglou 

[189], and Pang and Lee [190]. They considered the reviews as Bag of Word and 

focused on analyzing their sentiment of them as positive or negative using machine 

learning classifiers. Later works, researchers are now focusing on the direction of 

improving the sentiment analysis process. This chapter consists of three different 

sections: Section 3.1 reviews related literature on sentiment analysis using different 

datasets. Section 3.2 reviews related works regarding SemEval-2017, Task 4, 

Subtask A, B, and C datasets [17]. Finally, Section 3.3 reviews some relevant 

research works that were used Stanford Sentiment Treebank (SST-2 and SST-5) 

datasets [191]. 
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3.1 Sentiment Analysis using Different Datasets 

This section reviews different methods and approaches in sentiment analysis. We 

briefly review some major relevant works that focused on key aspects of our work 

such as machine learning techniques, ensemble learning techniques, weighted voting 

approaches in ensemble learning methods, and optimization algorithms in sentiment 

analysis. In most prior works, machine learning techniques have been extensively 

used in sentiment analysis. By extension, current works addressing sentiment 

analysis based on various machine learning approaches have been indicated. Most of 

the existing approaches solve the problem as a text classification problem. The 

simplest way has used in sentiment analysis is using the lexicon-based approach 

[192], which calculates the total number of positive and negative sentiment words 

appearing in the given document to determine the overall sentiment of the review. 

The drawback of this method is poor recognition of affect when negation word is 

appeared in the text [193].  

Nowadays, most researchers have applied many supervised methods to sentiment 

analysis; these methods are mainly based on supervised learning approaches which 

rely on manually labeled sample data (opinions) with the intelligent design of 

different set efficient feature engineering to obtain a good classification performance 

[194]. This idea is to find some informative features to reflect the sentiment 

expressed in a given document. Meanwhile, some researchers proposed several 

unsupervised learning methods by utilizing sentiment lexicons [195] containing 

sentiment words along with their manually assigned polarity. In recent years, the 

majority of works on sentiment analysis have been employed based on supervised 

learning approaches. In supervised learning techniques, a set of labeled data is 
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utilized for training a classifier then the trained classifier is used for classifying 

unlabeled data. Choosing appropriate features for representing the sentiment words 

for the classifiers is one of the most significant tasks in this approach. Many methods 

have been proposed for features that are frequently used in machine learning 

techniques [32,196,197]. Some major relevant works on sentiment analysis are 

briefly described below: 

Madasu et al. [198] provided sentiment evaluation of different feature selection 

methods for sentiment analysis performed on Yelp, Amazon, and IMDB reviews 

datasets. Term Frequency-Inverse Document Frequency was utilized as a feature 

extraction method for creating feature vocabulary. After that, different feature 

selection methods are tried to choose the best subset of features from the feature 

vocabulary. Next, several base learning classifiers SVM, LR, NB, and DT were 

trained on selected features. Lastly, Random Subspace and Bagging ensemble 

approaches are applied to classifiers to improve the performance efficiency of 

sentiment analysis.  

Kumar et al. [199] proposed a hybrid feature extraction method for sentiment 

analysis. The method was performed on the IMDB movie review dataset. In this 

work, both lexicon and statistical techniques are performed for feature extraction 

steps. Features from both techniques are combined to form a single feature set. Then 

it is trained on different supervised learning classifiers such as SVM, NB, Maximum 

Entropy (MaxEnt), and KNN. The experimental results are highly promising to 

increase the performance of sentiment analysis in terms of accuracy.  

Hassonah et al. [200] introduced a hybrid filter and evolutionary wrapper system to 

improve sentiment analysis. The system was applied on four different Twitter social 
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media datasets including public opinion, product, restaurant, and movie reviews. In 

this system, two different feature selection methods such as Multi-Verse Optimizer 

(MVO) and Relief were used to extract features. Then, the obtained features from 

both methods were combined to form a new feature set. After that, they developed 

classification methods based on using SVM. The results show that their proposed 

system is most prominent for sentiment analysis tasks in terms of accuracy.  

Afzaal et al. [201] proposed a predictive schema for aspect-based sentiment analysis, 

allowing users to analyze sentiments related to different aspects of tourist reviews. In 

this system, the semantic relations were used among phrases of review for extracting 

infrequent and implicit aspects to improve the predictive accuracy of sentiment 

analysis. The proposed framework was performed on hotel and restaurant reviews. 

Five commonly used machine learning classifiers, namely SVM, NBM, Fuzzy 

Lattice Reasoning (FLR), Random Forest Tree (RFT), and MaxEnt are used to build 

their system. The experimental results demonstrate considerable enhancement in the 

performance of the proposed framework using the NBM classifier.  

Naresh et al. [202] proposed an Optimizing Supervised Machine Learning Approach 

(SMODT) for sentiment analysis on Airline reviews. In this work, Sequential 

Minimal Optimization (SMO) algorithm was used to extract the best features from 

the preprocessed data. After that, different supervised learning classifiers KNN, 

SVM, and DT have been employed in their schema to classify the updated training 

data into their classes. The results show that SMO can improve the efficiency of 

sentiment analysis accuracy when combined with DT. 
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Recently, most existing approaches have solved and improved the sentiment analysis 

problem based on the ensemble learning approach to obtain a more robust 

classification for sentiment analysis. The performance of sentiment analysis tasks can 

be improved through ensemble learning approaches [203,204]. Kilimci et al. [205] 

proposed an ensemble learning approach to enhance sentiment analysis. The authors 

combined ensemble learning algorithms with the word embedding approach to 

increase the performance of sentiment analysis in short texts by extending feature 

spaces. In this study, the authors focused on enhancing the feature space to improve 

the short text classification due to the limited size of expression opinions on social 

media such as Twitter. The authors conducted experiments using Twitter datasets to 

show the efficiency of their proposed model. The outcomes demonstrate that the 

word embedding-based proposed classifier outperforms the traditional ensemble 

classifiers for sentiment analysis.  

Akhtar et al. [206] presented a stacked ensemble approach for the intensity prediction 

of emotion and sentiment. In this work, the intensity predictive outcomes obtained 

from classical feature based on Support Vector Regression (SVR) classifier and three 

different deep learning models, namely Convolutional Neural Network (CNN), Long 

Short Term Memory (LSTM), and Gated Recurrent Unit (GRU) were combined 

through using Multi-Layer Perceptron (MLP) model. The proposed model was 

evaluated on the Emolnt 2017 and SemEval 2017 dataset.  The experimental results 

show that the proposed model highly performs in identifying the intensities of 

sentiments and emotions in the messages.  

Khan et al. [207] proposed a novel ensemble method called EnSWF for sentiment 

analysis. The proposed EnSWF system can extract appropriate features and reduce 
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the high dimensionality of features space by selecting the best meaningful and 

effective subset of features from Amazon Product and Cornell Movie Reviews 

datasets. POS, Unigram, and Bigram feature sets were used with an ensemble of 

multiple filter base-features selection and ensemble classifier to generate a robust 

sentiment classification system in the proposed EnSWF approach. In this work, the 

simple majority voting method was used in both filter based-features selection and 

classification. In the phase of features selection, five different filter based-features 

selection methods: Minimum Redundancy and Maximum Relevance (MRMR), Gini 

Index (GI), Information Gain (IG), Gain Ratio (GR), and Chi-square (CHI) were 

used and combined as an ensemble method. At the phase of classification, majority 

voting with three different classifiers: SVM, Generalized Linear Model (GLM), and 

NB were used. The authors found that the proposed EnSWF successfully reduces the 

high dimensionality of feature sets and increases classification accuracy. 

Pong-Inwong et al. [208] introduced an ensemble framework method for sentiment 

analysis in educational teaching. In this work, the student’s opinions data toward 

their instructors in the Network Management subject was used, consisting of 400 

samples with 20 attributes. The number of attributes was reduced using the CHI 

feature selection technique and trained with the voting ensemble method. The results 

show proposed approach is significantly efficient.  

Khalid et al. [209] presented an ensemble classifier for sentiment analysis called 

GBSVM which performs voting from Gradient Boosting (GB) and SVM classifiers. 

In this work, Term Frequency and three variants of Term Frequency- Inverse 

Document Frequency such as Unigram, Bigram, and Trigram are used as features to 

train the classifiers. The proposed framework was performed on the Google App 
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dataset. The results reveal that the proposed GBSVM with Unigram performs better 

than Term Frequency, Bigram, and Trigram.  

Saleena [210] proposed a weighted ensemble learning model for sentiment analysis 

in tweets. The main aim of this work is to improve the performance and accuracy of 

sentiment analysis in tweets. In this work, base classifiers including NB, SVM, RF, 

and LR are combined into one classifier, and the Bag of Word feature extraction 

technique is used to extract features and convert them into vector space. The 

proposed ensemble classifier has been trained and tested on four English sentiment 

datasets such as Stanford-Sentiment140 corpus, Health Care Reform (HCR), First 

GOP debate Twitter sentiment, and Twitter sentiment analysis datasets. The results 

prove a higher performance of the proposed ensemble model compared to the base 

models and the majority voting technique.  

Yueyang et al. [211] presented an ensemble framework for sentiment analysis based 

on the weighted voting algorithm. In this work, the features from the NLPCC 

benchmark dataset were extracted using Syntactic, lexicon, and semantics 

information. The IG method was used to find the optimal suitable subset of features 

for training by NBM, SVM, and Conditional Random Field (CRF) classifiers. The 

proposed ensemble model combined these three classifiers based on weighted voting 

and simple majority voting algorithms. The experiments prove that weighted voting 

is more effective in improving sentiment analysis efficiency than simple majority 

voting.  

Araque et al. [212] proposed combining traditional machine learning techniques with 

deep learning techniques for sentiment analysis through several ensemble learning 
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models. In which several sentiment models were trained with the combination of 

different types of feature extraction methods. The proposed model was tested on two 

different domain datasets: movie review and twitter. The results confirm that the 

proposed model surpasses the performance of sentiment analysis.  

Alrehili et al. [213] presented a voting ensemble method for sentiment analysis to 

classify customer reviews into positive and negative. The voting model combined 

five classifiers, including SVM, NB, RF, Boosting, and Bagging. The outcomes 

demonstrate that the voting algorithm provides the best performance for sentiment 

analysis.  

In recent works, other techniques like computational intelligence are also actively 

used in this area, including Evolutionary Computing, Rough Sets, Swarm 

Intelligence, Fuzzy Logic, Neural Networks, etc. Genetic algorithm is probabilistic 

search techniques belong to the class of evolutionary algorithms. It is majorly used to 

optimize the solution from the set of feasible solutions. Nowadays, genetic algorithm 

has been applied to different domains, including signature verification, scheduling, 

timetable, image processing, robot control, routing, information retrieve, machine 

learning, etc. [214, 215]. Only a few attempts in the literature have been studied 

Genetic Algorithm to enhance sentiment analysis problem researches. The recent 

studies in sentiment analysis have been applied the Genetic Algorithm to feature 

selection or combined this algorithm with existing machine learning techniques to 

achieve better classification accuracy. For instance, Ishaq et al. [216] presented an 

efficient classification framework for sentiment analysis using CNN and Genetic 

Algorithm. In this work, three different operations have been combined: First, 

semantic features from movie, automobiles, and hotel reviews datasets have been 



58 

 

extracted and then transforming to vector space by using word2vec. Next, CNN was 

used to extract opinions. Lastly, the parameters of CNN have been tuned with a 

Genetic Algorithm to obtain optimum values. The experimental results reveal that 

the proposed approval provides better results for sentiment analysis.  

Cahya et al. [217] proposed a feature-weighted method to enhance the Complement 

Naïve Bayes (CNB) classifier based on the Genetic Algorithm to analyze sentiment 

in tweets. In this work, term frequency weighting was used to extract features from 

preprocessed data to produce a document term matrix then fed it to the Genetic 

Algorithm to select the optimum combination of feature weights based on the 

correlation between features and class labels. After assigning weights to features, the 

NB classifier was developed using a training set and produced weights. Finally, the 

testing set is classified to identify the sentiment in the tweets., Experiments were 

conducted on the twitter airline dataset in order to validate the proposed method. The 

outcomes show that the proposed model improves the sentiment classification ability.  

Iqbal et al. [218] developed a hybrid framework for sentiment analysis by combining 

machine learning classifiers with lexicon-based approaches to classify reviews 

datasets from the UCI repository. A new genetic algorithm was proposed to reduce 

the feature set size by developing a modified fitness function in this framework. 

SentiWordNet dictionary was used in the fitness function to compute the polarity 

difference between the feature vector and class label. The experiment results show 

that the hybrid proposed framework improves efficiency and sustaining the 

scalability of sentiment analysis. 
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Fatyanosa et al. [219] employed the Genetic Algorithm as a feature selection process 

to reduce the features in the sentiment analysis. The experiment was conducted using 

a Twitter 5-point scale dataset related to self-driving cars. In this work, NB was 

trained then used to classify testing data. The result of the F1-score was used as a 

fitness function for each population in each generation. The results demonstrate that 

the combining algorithms with genetic algorithm improve the ability of classifiers 

and recognition of minority the classes significantly.  

Keshavarz et al. [220] introduced a model named Adaptive lexicon learning by 

genetic algorithm (ALGA) to classify the polarity of sentiment based on genetic 

algorithm. In this work, a Genetic Algorithm was incorporated to create lexicons but 

the calculation of fitness in this method was time-consuming. The authors proposed a 

novel parallel approach for calculating the fitness of ALGA efficiently on Healthcare 

Reform (HCR), Obama McCain Debate (OMD), Sanders–Twitter Sentiment Corpus, 

SemEval datasets. The results demonstrate that the ALGA model achieves better 

performance in terms of time, speed and complexity.  

Saidani et al. [221] presented a weighted genetic algorithm to optimize the process of 

feature selection in analyzing sentiment in tweets. The authors combined a 

supervised weighting method with a stochastic search method to generate a feature 

subset that can select and extract the most efficient features. The outcomes reveal the 

efficiency of their proposed model. 
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3.2 Sentiment Analysis using SemEval-2017 Task 4 A, B, and C 

Datasets 

Freely existing datasets permit evaluation of the proposed methods in all fields of 

text mining. SemEval organization provides a gold annotated sentiment analysis 

dataset based on Twitter for researchers working in this area. Specifically, several 

research studies have been conducted on sentiment analysis using SemEval-2017 on 

sentiment analysis Twitter dataset which contains tweets annotated for the sentiment 

on 2 point, 3 point, and 5-point scales. In this subsection, we review some relevant 

works on sentiment analysis related to the use of SemEval-2017, Task 4 for 

sentiment analysis in the Twitter dataset.  

Baziotis et al. [222] introduced two deep learning models for sentiment analysis. 

LSTM classifier was used and augmented with 2-types of attention mechanisms. In 

the first model, Bidirectional LSTM was used and was equipped with an attention 

mechanism to address the message level sentiment analysis problem. In the second 

model, Siamese LSTM has utilized a context-aware attention mechanism to address 

the topic-based sentiment analysis problem.  

Cliche [223] presented an ensemble system with deep learning techniques for 

sentiment analysis. In this system, 10 CNN and 10 LSTM with different parameters 

and different pre-training schemes were combined. The main aim of this work is to 

experiment with deep learning classifiers to generate the best sentiment classifier 

system to classify the polarity of sentiment in tweets.  
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Kolovou et al. [224] introduced the combination of several classification systems for 

sentiment analysis. The systems compute vectors with different semantic and 

statistical features: Word2vec, Webis, etc., then train them using different classifiers: 

NB and CNN, and take the average result. The proposed system's object is to 

experiment with combining different mathematical and linguistic methods to 

improve the performance of sentiment classification in the tweets.  

Symeonidis et al. [26] proposed an ensemble sentiment classification scheme based 

on the majority voting algorithm. The voting schema combines supervised machine 

learning classifiers: Passive-Aggressive, SGD, and SVC with other linguistic features 

like sentiment lexicon and Bag of Word to select and identify an optimum subset of 

base learning classifiers to classify sentiments in the tweets.  

Onyibe et al. [225] proposed a system to predict the sentiment of the tweets based on 

using optimized Conditional Random Fields (CRF++) and lexical features. First, 

seven lexical features: Unigrams, Tweet length, Tweet length binned, Bigrams, 

SentiStrength, Removed URL and Stopwords were combined to identify the optimal 

combination of features. They explore that the combination of unigram and 

SentiStrength features with tune CRF++ parameters provide the best performing 

result.  

Zhang et al. [226] proposed a multi-channel CNN-LSTM model, which comprises 

the combination of multi-channel CNN and LSTM for classifying sentiments in 

Twitter. The authors used a multi-channel strategy in the CNN layer where several 

filters of different lengths are adopted to extract n-gram features in different scales, 

and then these features have been composed sequentially by applying LSTM.  
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González et al. [227] implemented a model based on deep learning approaches to 

address the classification of sentiment tasks. They utilized 3 Convolutional Recurrent 

Neural Network (CRNN) and the combination of specific and general word 

embedding with sentiment dictionaries for high-level abstraction learning from 

representations that have some noise. The model has three inputs in- / out-domain 

embeddings and sequences of word polarities. The outputs of these three network 

models were combined and fed to a fully-Connected Multi-Layer Perceptron (MLP). 

The outcomes of the proposed method are very promising.  

Lozić et al. [228] introduced a model for sentiment analysis based on using the SVM 

classifier with a linear kernel. In this schema,  a set of basic features including word 

embedding, Term Frequency-Inverse Document Frequency, counting features, user 

information, sentiment polarity lexicons, and more specific features including 

nostalgia features, rating features, and recent deaths were used classify the sentiment 

of tweets. The classification efficiency of their model was proven by the results of 

the experiments.  

Gupta et al. [229] introduced a system based on the detection of sarcasm to improve 

sentiment classification tasks. In this work, a feature set is proposed named an Affect 

Cognition Sociolinguistics (ACSs) feature and trained with the SVM classifier to 

detect sarcastic in tweets. A two-level cascade classification system has been 

developed for sentiment prediction and observed that sarcasm detection derived 

features consistently benefited key sentiment analysis.  

Rozental et al. [230] presented two supervised training methods to perform sentiment 

analysis on Twitter data; the first was based on RNN architecture, and the other used 
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LR, NB, and Feed-forward Neural Network. The authors produced Parse Tree for 

each sentence of the document and gave 5-label prediction results. Then, they 

extracted a sample of 20000 tweets from Twitter randomly, where each tweet of the 

Parse Tree was labeled for its sentiment.  

Wang et al. [231] used a simple CNN to perform sentiment analysis toward sentence 

and topic levels. They used six layers in the CNN architecture: convolutional, topic 

embedding, input, output, max pooling, and concatenate layers.  

Rajendram et al. [232] presented a Gaussian Process model to classify sentiment in 

tweets. They used the Bag of Word feature extraction method with fixed rule Multi-

Kernel learner to develop the Gaussian Process model. The experiments show that 

Multi-Kernels are more effective compared to Single-Kernel in sentiment 

classification. 

Li et al. [233] developed a model for sentiment analysis using Word Embeddings 

(WE) to learn features from general tweets, Sentiment Specific Word Embeddings 

(SSWE) to learn features from a distance supervised tweets, and a Weighted Text 

feature Model (WTM). In this system model, they combined WE, SSWE, and 

(WTM). The WTM produces two feature sets: the first set is the negation feature 

which counts the number of negation sentiments in the tweets without utilizing a 

sentiment lexicon. The second set is generated using Cosine similarity and Term 

Frequency-Inverse Document Frequency model to compute the similarity between 

the tweet and each of the polarity types represented by Pseudo Centroid tweets 

learned from the train set. Then it is fed to the classification algorithm. 
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 Dovdon et al. [234] proposed a framework for Twitter sentiment classification based 

on the supervised machine learning technique. They incorporated MaxEnt with 

different feature sets, including Bag of Word, Bigram, Punctuation based features, 

Lemmas, and Lexicon based features to classify the overall massage polarity and 

topic-based message polarity of tweets.  

Laskari and Sanampudi [235] implemented a simple Word2Vec feature extraction 

method with a Gradient Boost Tree ensemble classifier to classify the polarity of 

sentiment in tweets. In this work, they applied the Gradient Boost Tree ensemble 

classifier with a parameter optimization method to enhance sentiment classification 

accuracy. 

3.3 Sentiment Analysis using Stanford Sentiment Treebank Datasets 

A variety of approaches have been proposed to sentiment analysis tasks that use 

Stanford Sentiment Treebank (SST-2 and SST-5) datasets. Some of these approaches 

use predefined lexicon and traditional machine learning approaches that consider 

sentiment analysis as a kind of classification. Some of the others are based on deep 

learning approaches. This subsection reports some of the important work that used 

machine learning techniques and deep learning techniques to classify tweets' 

sentiments. In recent years, many attempts have been made to improve the 

performance of supervised learning classifiers and deep learning classifiers in 

analyzing sentiments in different ways. For instance, a pioneering work proposed by 

Lei et al. [236] introduced a model named Sentiment Aware Attention Network 

(SAAN) based on using polarity lexicons to improve the attention mechanism in 

neural network sentiment classification. Firstly, they identified sentiment words in all 

sentences based on using sentiment polarity dictionaries. After, they used the LSTM 



65 

 

model to learn the feature vector to every sentence based on its sentiment words. 

This feature vector was concatenated with the hidden feature vectors which were 

learned from another LSTM for improving the attention weights calculation. 

However, the sentiment word polarities in this method are neither considered nor 

exploited.  

Yu et al. [237] proposed a sentiment word embeddings model for improving the 

sentiment polarity detection by refining the existing pre-trained word embeddings 

using the sentiment intensity scores from sentiment lexicons. This method improves 

word vectors such they are closer in both sentimentally and semantically similar 

words in the lexicon. The results prove that the proposed refinement model enhances 

traditional word embeddings and existing proposed word embeddings for Binary, 

Ternary, and Fine-grained sentiment analysis performance.  

Lu et al. [238] presented a new method for sentiment analysis that integrates 

sentiment lexicon with attention-based bidirectional long short-term memory 

(BiLSTM).  

Sadr et al. [239] combined both Convolutional and Recursive Neural Networks with 

pre-trained Word Vector to propose a new robust sentiment analysis classifier that 

consists of four layers: Convolutional, Recursive, Embedding and Classification 

layers. This work aims to use the RNN as an additional pool layer to reduce the loss 

of local data and capture long-term dependency. Furthermore, they pointed out that 

the CNN structure itself is the chief reason for the network to extract Multi-level and 

Multi-scale features. 
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Chen et al. [240] proposed a new method to enhance the performance of sentences 

level sentiment analysis by performing the machine learning approach with a deep 

neural network model. First, they employed Bidirectional LSTM-Conditional 

Random Fields (BiLSTM-CRF) to extract target expression in the sentences, after 

classified them into different types of sentences according to the number of targets 

extracted from them and then fed each group of sentences to 1-dimensional CNN 

separately to speed up the process of sentiment classification. 

 Baktha et al. [241] investigated the performance of three variant RNNs in predicting 

the sentiment of reviews namely GRU, vanilla RNNs, and LSTM. First, pre-trained 

word vectors were fed as input to the structure of RNN to analyze three hidden 

layers. Then, the results of RNN were fed to a dense layer that predicts the output. 

The outcomes depict that GRU achieved the highest accuracy in sentiment 

classification.  

Kim et al. [125] designed a CNN model for textual sentiment analysis. This model 

consists of different layers to classify sentiments over the review of the text. In this 

model, the authors first initialized an embedding layer in which words semantically 

reside in space and finalized through the process of training. After, they utilized 2 

consecutive convolutional layers, one of them used to store local information, and 

the other one used to get features from contextual words from the first layer. Next, 

they used the max-pooling layer to get obvious features. Lastly, they calculated the 

value of probability for each class with a fully connected layer and soft-max 

activation function. The conclusion depicts that the successive convolutional layers 

can provide superior performance on the classification of long text.  
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Hiyama et al. [242] introduced a neural sentiment classification model based on 

using an attention mechanism. This method consists of four layers. First, they used a 

word embedding layer for getting word vectors from each word of sentences. Then, 

they accepted word vectors as input and used the Bidirectional LSTM layer to 

generate a new word vector considering surrounding words. Next, they used the 

attention layer to estimate the importance of word vectors which are strongly related 

to the sentiment polarity of the sentences, and build sentence vectors based on their 

importance. Lastly, they used the classification layer which uses the sentence vectors 

to predict the sentiment polarity. The experimental results reveal using the attention 

mechanism in neural sentiment analysis works well and achieves higher performance 

compared with using neural sentiment analysis without the attention mechanism.  

Li et al. [243] presented a sentiment analysis model based on deep learning 

techniques by combining 2-Channel CNN-LSTM with CNN-BiLSTM in a parallel 

manner. The outcomes indicate the superiority of the proposed model in predicting 

the sentiment polarity of review text.   

Hassan et al. [244] proposed a neural sentiment model named “ConLstm” by 

combining CNN and LSTM models and used pre-trained word vectors to represent 

the review sentences. In this framework, they utilized the LSTM model as a pooling 

layer to support convolutional layers for capturing Long-Term dependencies in the 

sequence of sentences more efficiently. The results demonstrate that the proposed 

method achieves good performances with fewer parameters on sentiment analysis 

tasks.  
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Dong et al. [245] proposed a Capsule Network framework named “caps-BiLSTM” 

based on using the BiLSTM model for sentiment analysis. First, caps-BiLSTM used 

a convolution layer to convert the word vectors to hide vectors. Then, entered these 

vectors were into Capsule Network to find similarities between inputs and outputs. 

Lastly, the resultant vectors of the capsule were entered into the BiLSTM model to 

predict the sentiment labels of the text. Experimental outputs reveal that caps-

BiLSTM has a favorable performance in the sentiment analysis. 
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Chapter 4 

EXPERIMENTAL SETTINGS 

To improve on the performance of the tasks in sentiment analysis, it is important to 

choose a particular classification algorithm, fine-tune the parameters, and select the 

most important features required to achieve the most desired performance. Usually, 

there are a large number of classification algorithms and datasets normally come 

with a large number of features. This makes it difficult to decide on the algorithm 

and feature subset to use. A possible solution to this challenge is to design an 

ensemble classifier and then optimize it such that good performance can be achieved. 

With this approach, all or a subset of the individual classifiers work together to 

classify an input. Literature evidence shows that optimized ensemble classifier or 

classifier ensemble methods exhibit a better accuracy than the individual members 

that make up the ensemble [246,247]. The experimental setup used for our proposed 

methods is discussed in this Chapter. The benchmark datasets utilized for the main 

experiments to evaluate the performances comparatively are described in Section 3.1. 

Section 3.2 discusses the stages of text preprocessing while Section 3.3 discusses 

feature extraction. Furthermore, Section 3.4 is about the machine learning classifier 

approaches deployed for sentiment classification in the proposed methods. Finally, 

Section 3.5 discusses the approaches used for joining the decision of individual 

classifiers to form the proposed ensemble method. The evaluation metrics used to 

evaluate the performances of proposed methods are explained in the next section. 
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4.1 Sentiment Datasets  

The datasets used for conducting experiments to evaluate the effectiveness of the 

proposed methods are presented in this section. The datasets include the following: 

4.1.1 SemEval 2017 Task 4 (Sentiment Analysis in Twitter) 

The datasets, SemEval 2017 is accessible for research purposes regarding Twitter 

sentiment analysis. The dataset,  SemEval-2017 task 4, was used in this study and it 

has  5 subtasks, A to E Subtasks “A”, “B”, and “C” are related to the sentiment 

classification task and subtasks “D” and “E” are related to sentiment quantification 

[17]. The dataset is made up of user’s annotated tweets containing sentiment labels in 

multiple scales relating to the topic of reference in the message. In our work, task 4 

subtasks “A”, “B” and “C” are used to train and test the proposed model. It should be 

noted that subtask “A” contains 20632 tweets with a 3-point scale for classifying a 

message in positive, negative, or neutral classes. On the other hand, subtask “B” 

contains 10551 tweets, with a 2-point scale for classifying a message in either the 

positive or negative class according to the topic. Furthermore, subtask “C” contains 

20632 tweets which classify the message on a 5-point scale, namely strongly 

positive, weakly positive, neutral, weakly negative, and strongly negative, according 

to the topic.  Table 4.1 gives a brief statistical summary of the datasets. 

4.1.2 Stanford Sentiment Treebank (SST)  

The Rotten Tomatoes dataset is made up of movie reviews that were extracted from 

the original Rotten Tomatoes page files. Several studies have made use of this 

dataset. The SST dataset [191] which consists of 11855 sentences extracted from the 

Rotten Tomatoes dataset was annotated by Stanford University. Each sentence in the 

dataset was parsed into multiple phrases using Stanford Parser, resulting in 215154 
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single phrases and annotated based on their sentiment. There are two categories of 

the SST dataset including: 

 SST-2 has binary labeled categories excluding the neutral category, and 

positive and very positive classes are merged to form the positive 

category. Similarly, negative and very negative categories are merged to 

form the negative category. The dataset has9613 sentences, divided into 

train, development, and test sets with 8544, 1101, and 2210 sentences, 

respectively. 

 SST-5 is a fine-grained labeled category containing 11,855 sentences 

divided into train, development, and test sets with8544, 1101, and 2210 

sentences, respectively. Each of the sets is annotated with fine-grained 

labels such as very positive, positive, neutral, negative, very negative. 

Table 4.1 gives the detailed statistics about SST-2 and SST-5 datasets. 

4.1.3 Yelp Challenge Dataset 

Our study makes use of the diverse dataset known as the Yelp Challenge dataset. It 

consists of business, review, user, and check-in data as separate JSON objects. A 

business object provides information about the type of business, location, rating, 

categories, business name, and a unique id [248]. A review object consists of review 

text and a rating associated with a specific business id and user id. Different 

businesses are described in this dataset such as restaurants, shopping, hotels, and 

travel, etc. For this study, the restaurant reviews domain is considered from the Yelp 

Challenge dataset. The dataset is labeled by considering 1 or 2 stars as negative 

sentiment while 4 or 5 stars as positive polarity. Furthermore, the neutral polarity is 

not considered in the scope of our study. A total of 5,000 reviews are randomly 
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selected for each class label to evaluate the proposed methods. The breakdown of the 

dataset used in this study is given in Table 4.1.  

4.1.4 Movie Review (Sentiment Polarity Version 2.0) Dataset
2
 

The sentiment polarity dataset of movie reviews constructed by Pang and Lee was 

used for experiments to evaluate our proposed method. The dataset comprises of 

movie reviews by users through tweets having binary sentiment polarity labels, 

positive or negative. Further, the dataset serves as a benchmark for sentiment 

classification. It has 32937 positive and 31783 negative document reviews, and each 

is split into sentences having lowercase normalization. Table 4.1 gives the statistics 

about Movie Review (Sentiment Polarity Version 2.0) datasets. 

4.1.5 Stanford Sentiment Gold Standard (STS-Gold) 

This dataset was introduced by Saif et al. [249] and was collected to complement the 

processes of Twitter sentiment analysis evaluations. The dataset was constructed by 

Saif et al. [249] from 180K tweets from the original Stanford Twitter corpus. The 

dataset has 2,034 tweets, made up of 632 positive and 1402 negative as presented in 

Table 4.1. Furthermore, 58 entities were manually annotated by three different 

human evaluators with the aid of an instructed booklet. To control for noise, the 

entities and tweets selected to form the dataset were jointly agreed on by the three 

human evaluators in terms of the sentiment labels. Similarly, targeted entities and 

polarities were used to interpret the dataset. 

4.1.6 Sentiment Labeled Sentences (SLS) Dataset  

This dataset is made up of the following files (amazon_cells_labelled.txt, 

imdb_labelled.txt, yelp_labelled.txt). The amazon_cells_labelled dataset consists of 

reviews and scores for products sold and was retrieved from amazon.com in the cell 

                                                 
2
 https://www.kaggle.com/nltkdata/movie-review 

 

https://www.kaggle.com/nltkdata/movie-review
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phones and accessories category. The dataset forms part of the dataset collected by 

McAuley and Leskovec [250] for benchmarking sentiment analysis. It consists of 

1000 reviews, each of which has a binary sentiment label: positive or negative. There 

are all 500 positive sentences and 500 negative sentences. The statistical summary of 

the dataset is presented in Table 4.1. 

Table 4.1: Detailed summaries of the datasets related to sentiment analysis 

Datasets Class SP P Neu N SN Total  

SemEval-2017 

4A 
3 - 7059 10342 3231 - 20632 

SemEval-2017 

4B 
2 - 8212 - 2339 - 10551 

SemEval-2017 

4C 
5 382 7830 10081 2201 138 20632 

SST-2 2 - 4963 - 4649 - 9612 

SST-5 5 1852 3111 2242 3140 1510 11855 

Yelp Challenge 2 - 5000 - 5000 - 10000 

Movie Review 2 - 32937 - 31783 - 64720 

STS-Gold 2 - 632 - 1402 - 2034 

SLS (Amazon) 2 - 500 - 500 - 1000 

[SP: Number of total strongly positive tweets in the data set, P: Number of total 

positive tweets in the data set, Neu: Number of total neutral tweets in the data set, N: 

Number of tweets belonging to negative tweets in the datasets, SN: Number of tweets 

belonging to strongly negative tweets in the datasets.] 

4.2 Data Preprocessing Methods  

Data processing is carried out to clean and normalize the text such that irrelevant text 

is removed. This process converts the input text (document) to a different output 

format. Data preprocessing consists of operations that are simple and rule-based. 

Apart from removing some features during preprocessing, there are some instances 

when some features can be added to make documents richer. Data preprocessing 

operations make use of linguistic algorithms as well as external models or datasets. 

Preprocessing steps are used done in a chain of operations a simple input-output 

function. Steps can easily be inserted or removed during the implementation of data 



74 

 

preprocessing operations. It is required that steps that have to do with removing 

features (simplifying, normalizing) are executed before the steps meant to add 

features. The following sections describe the preprocessing procedures employed in 

this study and how they impact on text classification accuracy of the proposed 

methods as discussed in Chapters 5 and 6, respectively. 

4.2.1 Normalization 

All the common regular expression-based operations are included in this step. There 

are several sub-steps involved including lowercase conversion, number removal, 

punctuation mark removal, white space removal, all websites and targets in tweets 

were changed to placeholders “URL” and “@” respectively, abbreviation expansion, 

word replacement, and reverting words that contain repeated letters to their original 

form [251]. These steps render the documents ready for tokenization by removing 

noise that could negatively affect predictive accuracy. 

4.2.2 Tokenization 

In this process, the document is split into words, and a list of words is returned.  

Some examples of the tasks that are handled during the tokenization step are given 

below: 

 What to do with hyphens? Is  “very-elegant watch”  two tokens or 

three? 

 There are entities, which should be one token, but using simple rules 

they might be split up. IP numbers, car model names, phone numbers... 

Entity recognition is always a domain-related problem. 

 This also can be a language-specific problem. For example, the German 

language uses a lot of compound nouns, such as 



75 

 

“Rechtsschutzversicherungsgesellschaften” This can be solved through 

stemming. 

It is possible to configure advanced tokenization algorithms; as a result, a use-case is 

needed when implementing the tokenization step. 

4.2.3 Removal Stopwords 

It is important to filter out stopwords to reduce noise and render the documents more 

specific. A stopword does not convey much meaning and is usually domain-specific 

and language-specific. It is a good strategy to filter out stopwords when carrying out 

classification tasks with statistical methods. Nevertheless, in some cases, it is not 

appropriate to drop stopwords. For example, if stopwords are filtered from the 

sentence “The movie was not good at all.”, it will result in  “movie good”. The latter 

has altered the meaning in the sentiment analysis perspective. In this study, a list of 

stopwords with excluding sentiment words such as “against”, “love”, “like”, 

“happy”, “not”, etc. are created. Appendix B consists of the list of stopwords. 

4.2.4 Stemming (Lemmatization) 

The stemming step removes every word affix and retains only the very root of the 

word. Lemmatization is a similar approach, where words are reduced to the 

dictionary form known as a lemma. There are two important points to note: 

 The first point is that this process is not very important in the English 

language because there are relatively small agglutinative or conjugation 

tendencies in the English language. Consequently, the dictionary form is 

very often used as it is. In languages having enormous word 

modification tendencies such as Slavic or Latin, this step is important. 

Some researches were conducted to note separately the effect of 
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stemming on English and non-English documents, including Indonesian 

[252] or Arabic [253]. 

 The second point is that lemmatizing two different words are capable of 

reducing them to the same base form. The solution is to reduce the high 

dimensionality of the feature space in text classification [253]. This can 

help in some situations but also can be problematic in others especially 

when different forms convey important features for the document 

classification. 

4.3 Feature Extraction Methods 

Several disciplines, including machine learning, pattern recognition, and data mining 

make use of feature extraction [255]. In the process of feature extraction, a subset of 

features is extracted from the complete set using functional mapping [256]. The 

process generates all the possible combinations of features to find an optimum subset 

that can produce more accurate results [257]. Starting with an initial set of data, the 

process of feature extraction derives a subset of features that are more informative 

and discriminative, which are then used for learning and generalization tasks. The 

features extracted for the modeling task are usually those containing relevant 

information from the input data, which can enhance the accuracy of the targeted task. 

Feature extraction reduces computational complexity, dimensionality, and overfitting 

[256]. When a classification model is only able to correctly classify data points that 

are very closely related to the training data and cannot classify other data correctly, it 

is said to overfit [258]. Feature extraction will be performed in this study to select 

features that will be used with the different classifiers that form the ensemble 

learning model. In this study, single features are extracted as well as combinations of 

features. The following subsections describe the most important feature extraction 
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methods relevant to the experiments conducted in our proposed methods, which will 

be presented in Chapter 5 and Chapter 6 of this thesis. 

4.3.1 Bag of Words (BoW) 

The BoW is used in NLP and data mining for addressing the unstructured nature of 

sentences that make up paragraphs in a document. A bag is referred to as a set that 

allows repetition among its constituent members. The concept of the BoW enables 

the words that make up a document or a text to be represented in an unordered 

manner. In this way, the bag of words model does not consider the grammatical 

structure, semantic meaning, and word order of the document. The number of times 

each word occurs is of high significance. The BoW model forms a list of its 

vocabulary from the documents from which the total number of times each word 

occurs in that document is noted. An illustration of the concept of BoW is given 

below. Consider the following two text documents: 

Document1 = “John likes to watch football. His sister likes football too.” 

Document2 = “John also likes to watch movies.” 

Based on the above documents, a bag of words model will create a list of vocabulary 

as follows: 

{“ John”, “likes”, “to”, “watch”, “football”, “his”, “also”, “movies”, “games”, 

“sister”, “too”, “romantic”}. 

The BoW model has been used extensively as a technique for feature generation in 

text classification tasks. How frequent a word occurs (term frequency) in a given 

document is of paramount importance in the process of creating features with the bag 

of words model. From the examples given above, the number of times each word 

appears can be shown in a feature vector for Document1 and Document2 as follows: 
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[1, 2, 1, 1, 2, 1, 0, 0, 0, 1, 1, 0] representing Document1 

[1, 1, 1, 1, 0, 0, 1, 1, 0, 0, 0, 0] representingDocument2 

Each number in the list represents the number of times the corresponding word from 

the vocabulary list occurs in the first sentence. It could be observed that words such 

as “likes,” “football” appears two times and the word “His”, “too”, etc. only once in 

the first sentence. However, other words such as “also” and “movies” from the 

vocabulary list are missing in the sentence. 

4.3.2 Term Frequency and Invert Document Frequency (TF-IDF) 

The TF-IDF statistic assigns weights to terms by combining the frequency of a term 

is in a document (TF) with how rare the term appears in the entire document set 

(IDF) [259]. TF-IDF is calculated as: 

𝑇𝐹 − 𝐼𝐷𝐹 (𝑑, 𝑡) = 𝑇𝐹(𝑑, 𝑡)  × 𝐼𝐷𝐹(𝑡)   (4.1) 

Where 𝑑 represents a document, 𝑡 represents a term, 𝑇𝐹 is the term frequency and 

𝐼𝐷𝐹 is the inverse document frequency.  

TF is the number of occurrences of a term (feature) in a document and is calculated 

as: 

𝑇𝐹(𝑑, 𝑡) =  ∑ 1{𝑑𝑖  = 𝑡}

|𝑑|

𝑖 ∈𝑑

 (4.2) 

Document Frequency (DF) keeps track of the number of documents that contain a 

particular term. IDF [63] evaluates the importance of terms concerning the total 

number of documents and the number of documents containing that term. IDF is an 

improvement over DF since the latter is not a good discriminator.  IDF is calculated 

as: 
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𝐼𝐷𝐹(𝑡) = log
1 + |𝑑|

|𝑑𝑡|
 (4.3) 

where 𝑑 is the total number of documents and 𝑑𝑡 is the number of documents 

containing the term 𝑡 . The relevance of a term in a document is determined by the 

TF-IDF weight which is assigned to each unique term. The terms are ranked from the 

highest to the lowest according to the weight value. A threshold 𝑘 is defined for 

selecting the top 𝑘 terms. 

4.3.3 Term Presence and Frequency 

Another method for weighting features is the term presence and frequency. This 

method represents a piece of text as a feature vector where each entry corresponds to 

individual terms. The presence of a term is represented by binary values, where 1 

represents the presence and 0 represents the absence. Where a term (feature) occurs 

in the document or sentence, it is assigned the weight value 1; else the value 0 is 

assigned. The formula for the Terms presence and frequency is given in 4.4. 

𝑇𝐹(𝑡) = 1 + 𝑙𝑜𝑔(𝑓(𝑡, 𝑑))                                                           (4.4) 

where, 𝑓(𝑡, 𝑑) is the count of term 𝑡 in given document 𝑑. 

A study by Pang et al. [6] achieved a higher accuracy using presences as features 

values than with frequencies. According to the study, term presence is more 

important to sentiment analysis than term frequency. The presence of a strong 

sentiment-bearing word is capable of changing the overall polarity of a sentence in 

sentiment analysis, unlike in text classification tasks. A previous study has shown 

that the occurrence of rare words is more informative than frequently occurring 

words. This is referred to as “hapax legomenon.” Similarly, Paltoglou et al. [260] 
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found that it is more beneficial to use binary features than raw term frequency (TF); 

however, scaled TF values proved to be effective as binary values. 

4.3.4 n-gram Features 

Several studies have deployed the n-gram model in data mining in areas such as 

language modeling, information retrieval, information filtering, and information 

extraction. The n-gram is a sequence of words or characters generated from a 

document when a window of size n is moved [261]. The n-gram is mostly used for 

text representation of the tokenization in the feature selection technique in sentiment 

classification. It is the process of breaking down a piece of text into different 

segments, with n indicating the number of words contained in one segment. Unigram 

keeps only one word per sentence, and at times, this cannot keep track of the 

significant emotion indicators within the text. On the other hand, the bigrams are 

capable of intercepting the negations within the given text because it considers two 

words as one unit.  For example, “I am not happy with the flight”, usually unigram 

will take ‘not’ and ‘happy’ into consideration separately where bigrams can capture 

the term ‘not happy’ that satisfies the negative expression in the original orientation 

of the sentiment. The positions of the term are very vital in a document 

representation in sentiment analysis. Consequently, it is important to choose an 

appropriate n-gram model for the sentiment classification task. 

The n-grams are very beneficial to capture some dependencies between the words 

and the importance of each phrase in a sentiment. The trigrams take three words into 

account to constitute an attribute; four-grams take four words as one unit, etc. 

Usually, n-grams adopt n number of words from the text, which serve as one entity 

for classification considerations. While it is true that higher n performs better, it is 
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also true that when n is high, the level of detail within a text is decreased. For this 

reason, the choice of n-gram tokenization should be taken care of with caution. In a 

study by Dave et al. [49], it was established that in some situations, bigrams and 

trigrams perform better. The choice of n-grams is specific to the type of problem at 

hand. The disadvantage of using n-grams is that more features are created which are 

capable of affecting performance. In the experiments conducted in our study, n-gram 

length was set to 2; that is, bigrams were used for feature vectors. 

4.3.5 Part-of-Speech Tags (PoS tags) Feature 

PoS information has been widely used in the literature for sentiment analysis tasks. 

PoS tags feature also referred to as lexical tags or morphological classes, assigns the 

parts of speech to each word, including nouns, verbs, adjectives, adverbs, etc. The 

process gives a breakdown of the structure of the document and information 

regarding the words and the neighboring words. When the PoS tagging system is 

used, the ambiguity of the word is decreased [262]. Annotating a word with its PoS 

tag helps to increase the confidence of the NLP system. The advantage of this 

concept is that the correct meaning of words in morphological languages such as 

English is easily determined. It is shown that some adjectives (e.g. lovely, awful), 

nouns (e.g. concern, hope), verbs (e.g. love, hate), and adverbs (e.g. gently, harshly) 

convey sentiment. A related study by Turney [7] used the PoS tags feature for 

adjectives and adverbs to obtain the sentiment orientation at the document level. 

Some authors believe that the addition of PoS information about the words can 

improve the performance of classifiers. Some studies have employed PoS tags the 

syntactic function of a word, as features of state-of-the-art sentiment analysis 

[46,50,263-265]. In this thesis, Penn Treebank PoS Tags [266] is used to extract 
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features as described in Appendix A. Table 4.2 below shows the annotated words of 

“The food was pretty good” with its POS tags.  

Table 4.2: An example of PoS tag features  

Tokens PoS tagged sentence 

['The', 'food', 'was', 'pretty', 

'good'] 

[('The', 'DT'), ('food', 'NN'), ('was', 'VBD'), 

('pretty', 'RB'), ('good', 'JJ')] 

 

4.3.6 Sentiment Lexicon Features 

A sentiment lexicon has been widely used for sentiment analysis in many languages 

[267]. Sentiment lexicons are very vital for both lexicon-based and machine-based 

learning approaches [268]. Some researchers have leveraged sentiment lexicons to 

produce unsupervised sentiment models, while some have deployed them to train 

machine learning algorithms in supervised approaches [269]. A sentiment lexicon 

collects all words (also known as polar or opinion words) associated with their 

positive or negative sentiment orientation [267]. Words such as wonderful, beautiful, 

and amazing are positive sentiment words. On the other hand, words such as awful, 

poor, and bad are negative sentiment words. It turns out that only a few sentiment 

lexicons are available and accessible on the Web [270]. Some sentiment lexicons are 

contained in a single file with a list of words and their associations with negative or 

positive sentiments. The file has two columns, with the first column containing the 

words (or terms) while the second column indicates the polarity which can be in the 

form (positive, negative), (0, 1), or (1, −1). In some situations, the word strength is 

also included. In another format, sentiment lexicons are divided into two individual 

files, where one contains positive words and the other contains negative words. Some 
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of the ways of representing sentiment orientation (polarity value) are given as 

follows: 

 A real value which represents the strength of the  sentiment in the range  

(−1,+1) 

 Static categories of  positive or negative 

 Some sets of ranking consisting of strongly positive, positive, neutral, 

negative, and strongly negative. 

 In some situations, sentiment lexicons provide the PoS related to each 

word, while others give information relating to the strength of the 

polarity. 

The AFINN lexicon is used in this study to assign words with a score ranging from -

5 and +5 (most negative up to most positive). A negative score represents negative 

sentiment while a positive score represents positive sentiment. The total score each 

for the “positive” and “negative” opinion words are summed for each sentence and 

the total score represents the overall sentiment of the text. In situations where the 

total score is positive, then the sentiment of the text is positive otherwise negative. 

For example,  

“I do not like reading all of the negative tweets” 

 

Sentiment words Scores 

Not -5 

Like +4 

Negative -3 
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The sentiment word (not) which appears before (like) leads to a negative score 

instead of a positive score. Aggregating all the positive and negative scores (-5 + 

(+4) +( -3)) produces a total sentiment score of -4 for the text. 

4.4 Base Classifier Algorithms  

After the transformation of the text reviews into vectors of number, they need to be 

processed using different machine learning techniques to obtain the classification 

result. In this thesis, the most efficient and frequently employed seven classifiers in 

sentiment analysis have been used to classify the sentiment review datasets as 

discussed in Section 3.1. The details of these base classifiers are explained as 

follows: 

4.4.1 Support Vector Machine (SVM) Classifier 

SVM classifier [270] is among the most commonly applied machine learning 

classifiers in sentiment analysis. The main idea behind the SVM classifier is to use a 

set of Hyper-planes to separate different classes. At the training stage, SVM tries to 

find the best Hyper-planes by maximizing the distance from the closest data point of 

each class to the Hyper-plane, thus achieving a better generalization over the unseen 

data. At the testing stage, SVM classifies input vectors as positive or negative based 

on the side of the Hyper-plane to which are mapped. Furthermore, SVM computes 

the separating Hyper-plane by using a kernel function that transforms the current 

features into higher dimensional feature spaces. Data that is separated linearly is 

classified using Linear kernel and data which is separated non-linearly is classified 

utilizing Radial Basis Function (RBF) kernel. In addition, SVM use some other 

kernel functions are Polynomial, Sigmoid, and Gaussian kernels. It uses the 

following discriminant function: 
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𝑓(𝑥) = 𝑊𝑁𝑔(𝑥) + 𝑏                                     (4.5) 

where 𝑊  represents the vectors weight, and 𝑔(𝑥) denotes a non-linear mapping 

between input feature to high dimensional feature, 𝑏 presents the term of bias. Figure 

4.1 illustrates a Hyper-plane that separates two classes linearly into two-dimensional 

spaces.  

 

 

 

 

 

 

 

Figure 4.1: An example of a Hyper-plane linearly separate two classes (redrawn from 

[140]) 

4.4.2 Naive Bayes (NB) Classifier 

NB classifier [272] is a conditional probability algorithm belonging to the 

probabilistic-based classifiers family based on Bayes’ theorem which is mostly 

applied in sentiment analysis. NB classifier assumes that the presences of features are 

strongly uncorrelated with other features and computes the probability. In short term, 

NB classifier determines the probability of class C given the document that input 

vector X will occur, thus all features in input vector X are assumed mutually 

independent, and therefore NB is formulated as: 

  𝑃(𝐶𝑖 |𝑋) =
𝑃(𝐶𝑖) 𝑃(𝑋|𝐶𝑖)

𝑃(𝑋)
                                             (4.6) 

Positive 

Negative 
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where 𝐶𝑖 defines the classes and 𝑋 denotes the input vector spaces, thus 𝑃(𝐶𝑖) and 

𝑃(𝑋) are the prior probability of class 𝑖 and text vector in given document 

respectively, accordingly 𝑃(𝑋|𝐶𝑖) is the likelihood which represents the probability 

of input vectors appearing in given class 𝑖. 

Carrying with the equation (4.6), the probability of text vector in the given document 

is often shunned, thus the final representation of classifying function can be reduced 

as: 

𝑌^ = 𝑎𝑟𝑔𝑚𝑎𝑥𝑖∈{1,…,𝑗} 𝑃(𝐶𝑗) ∏ 𝑃(𝑋𝑖|𝐶𝑗)𝑘
𝑖=1          (4.7) 

4.4.3 K-Nearest Neighbors (KNN) Classifier 

This model classifies a document by evaluating its distance from other documents. 

[273]. All the K neighbors in the training documents are computed and the category 

with the highest number of K neighbors determines where to assign the document 

[274]. When the value of K is small, it indicates that noise will significantly 

influence the result, and a large K reduces the effect of noise. In this research, the K 

value is set to 5. Figure 4.2 demonstrates the basic principle behind the KNN 

classifies used to categorize unseen data into already observed classes based on its 

neighbors. 
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Figure 4.2: KNN classifier principle. 

4.4.4 Logistic Regression (LR) Classifier 

LR classifier is a more efficient and flexible statistical analysis algorithm that 

belongs to the generalized linear family of models. LR also is the expansion of linear 

regression methods used for situations where outcomes are categorical variables. LR 

classifier has been extensively employed in sentiment analysis problems where it 

defines the response variables with more than one predictor variables [275]. 

Furthermore, LR utilizes a logistic function to model the probabilities which define 

the prediction of output. Thus, it attractively predicts the categorical dependent 

variable through analyzing the relationship between one or more existing 

independent variables. LR classifier is formulated in the following form:  

𝑃 =  
1

1 + 𝑒−(𝑏0+𝑏1𝑋1+⋯+𝑏𝑛𝑋𝑛)
        (4.8) 

where 𝑃 is the predicted probability which the output is present, 𝑏𝑖 for { 𝑖 =0, 1,…, 

n} represents the regression coefficients, 𝑋𝑗 for { 𝑗 =1, 2,…, n}denotes different 

independent variables. 

Negative 

Unknown 

Positive 

K=5 
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4.4.5 Stochastic Gradient Descent (SGD) Classifier 

SGD classifier is an efficient and easy algorithm for implementation which improves 

many loss functions like linear SVM and LR classifier [276]. This classifier is 

generally utilized for optimizing the linear function and here the concept of 

stochastic is introduced based on the roots finding nature of the optimization task. In 

SGD, a term of the batch is used at each iteration to select the number of samples 

randomly instead of the entire dataset and these batches are used for calculating the 

gradient for each iteration. SGD formula can be presented as follows: 

 𝑊𝑡+1 =  𝑊𝑡 − 𝛼
𝜕𝐿

𝜕𝑊
                                      (4.9) 

where, 𝑊𝑡+1 and 𝑊𝑡 are current and old weight respectively, 
𝜕𝐿

𝜕𝑊
 is the current 

gradient multiplied by some factor 𝛼 called the learning rate used to update 𝑊𝑡+1 . 

4.4.6 Decision Tree (DT) Classifier 

DT classifier [277] is one of the most well-known learners that is perfectly applied in 

sentiment mining as it can order classes on a precise level. DT classifier does not 

require any domain knowledge for its construction. Furthermore, it can handle both 

categorical and numerical text data and is also able to handle high dimensional and 

noise data. DT constructs classification models in the form of a tree structure in 

which data points are broken down into smaller subsets and gradually an associated 

DT is incrementally constructed [277]. The result of this process shows a tree with 

decision and leaf nodes, the top of the decision node in a tree is called the root node 

which corresponds to the best predictor as shown in Figure 4.3. It also depicts that if 

a particular sequence of outputs has occurred then which decision node has the high 

probability to occur and what class label will be assigned for that sequence. The main 

idea behind DT is the use of the Iterative Dichotomiser 3 (ID3) algorithm which 
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utilizes IG and Entropy function for constructing a DT. The following formula shows 

using the concepts of Entropy function to find the split point and the feature to split 

on, and mathematically it can be written as: 

𝐸(𝛿) =  − ∑ 𝑃(𝐶𝑖) 𝑙𝑜𝑔2 (𝑃(𝐶𝑖))𝑛
𝑖                                       (4.10) 

Where 𝑖 represents the number of features; 𝑃(𝐶𝑖) is the probability of class 𝐶𝑖 in a 

dataset; and 𝛿 present target class. 

Figure 4.3 represents the DT classifier structure in which the root node represents a 

test on a feature and each decision node represents an outcome of the test and each 

leaf node denotes a class label. 

 

 

 

 

 

 

 

 

Figure 4.3: DT classifier diagram 
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4.4.7 Random Forest (RF) Classifier 

RF classifier is also known as a random decision forest. It is one of the ensemble 

learning algorithms which can be used for both regression and classification tasks. 

RF algorithm constructs a multitude of DT models based on the combination of those 

multiple DT models, resulting in a forest of a tree, therefore it can be termed as the 

collection of tree-structured classifiers. In the beginning, RF trains many DT 

classifiers where each tree is constructed using a random subset of different vector 

features. After that, the sequence of vector features and their values generate a route 

to leaves which represent the decisions. Then the decisions of all trees are fitted into 

a meta-estimator to make a forest. RF uses a majority voting algorithm to derive the 

resultant class label from the generated classes through similar subsampled trees 

generated as the RF outcome as shown in Figure 4.4. In RF at training time, the 

decision node values are updated to reduce a cost function that estimates the 

performance of the trees. In addition, RF decreases variance through training 

different samples of the dataset and utilizing a random sample of different vector 

features [278, 279]. Furthermore, the use of more trees in the RF algorithm generally 

corresponds to better performance and produces effective predictive outcomes [279]. 

RF model uses the Gini Index formula when performing it to solve the classification 

problems to decide how nodes branch in a DT. This formula utilizes both class and 

probability to define the Gine of each branch on a node, determining which of the 

branches is more likely to occur. The mathematics formula behind RF can be 

represented as follows: 

𝐺𝑖𝑛𝑖 = 1 − ∑ (𝑃𝑖)2𝑛
𝑖=1                                        (4.11) 

where 𝑃𝑖 denotes the relative frequency of the class observed in the dataset, 𝑛 is the 

number of classes. 
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Figure 4.4: Structure of RF classifier (redrawn from [279]) 

4.5 Ensemble Classifiers  

Ensemble learning uses multiple classifiers for data training and final predictions and 

performs better than a single classifier [154]. There is, however, no guarantee that 

ensemble learning algorithms will always perform better than a single, trained, 

machine learning algorithm [154,155]. There are two types of ensemble learning 

methods, namely common ensemble methods (Section 2.5.1) and combining 

ensemble methods. The combining ensemble methods consist of two methodologies 

which are: simple combining (Section 2.5.2) and meta-combining methods (Section 

2.5.3). For this thesis,  Bootstrap Aggregation (or Bagging) and Boosting are used 

from the common combining methods, while  Simple Majority Voting and Weighted 

Majority Voting are used from the simple combining methods for sentiment analysis. 

These methods are described in the sections that follow. 
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4.5.1 Bootstrap Aggregation  

Bootstrap Algorithm (with Aggregation and Bagging) has been widely used in text 

classification. With this method, resampling is used to generate multiple base 

classifiers in parallel where training data subsets are drawn and replaced randomly 

and base learners are then trained on all the subsets. To make a final decision, the 

results of each model are aggregated together [55].  

4.5.2 Boosting  

Boosting is an ensembling approach that uses a set of low accuracy classifiers to 

create a high accuracy classifier. Boosting is based on the idea of sequentially 

training weak learners, each of which tries to improve on its predecessor [280]. The 

algorithm improves on the previous performance by correcting the wrong predictions 

in the next iterations. This classifier has subtypes such as AdaBoost (Adaptive 

Boosting), Gradient Tree Boosting, and XGBoost [55]. All these three variants are 

applied in our experiments. 

4.5.2.1 AdaBoost  

AdaBoost, short for “Adaptive Boosting”, is an ensemble learning algorithm that 

constructs a set of weak classifiers through multiple iterations. Each instance in the 

training set has a weight, and the weights of the instances which were misclassified 

are increased and used for the next weak classifier in the next iteration. A new weak 

classifier is added to the classifier set after each iteration. The process continues till a 

small error rate accuracy is obtained or a maximum iteration time is reached [281]. 

4.5.2.2 Gradient Tree Boosting 

This algorithm develops a predictive model based on the boosting and decision tree 

learning algorithms. It takes its roots from a statistical framework known as the 

Adaptive Reweighting and Combining (ARC) algorithm which was introduced by 



93 

 

Breiman [282]. Usually, decision tree algorithms grow a single large tree to fit the 

data and this leads to overfitting and high variance. As a remedy to such problems, 

the boosting algorithm is designed in a way that decision trees minimize the variance 

with Gradient Tree Boosting. Gradient Tree Boosting makes use of the long learner 

tree which is grown sequentially where it learns iteratively while fixing the error of 

previous iterations [283]. This results in an output with low variance and error. 

4.5.2.3 eXtreme Gradient Boost (XGBoost) 

XGBoost is short for eXtreme Gradient Boosting [284] which is based on the 

gradient boosting framework. Gradient Boosting is a tree ensemble boosting 

approach which combines a group of weak models to produce a robust classifier. The 

robust classifier is trained iteratively starting with a base classifier. Both XGBoost 

and Gradient Boosting follow the same principle. The main differences between 

them are in the details of implementation. XGBoost provides better performance by 

managing the complexity of the trees using different regularization approaches. 

XGBoost consists of a set of DT that uses the Gradient Descent technique to reduce 

the errors of weak estimators, using the training loss and regularization term as the 

objective function. In boosting, new models are sequentially added to the errors 

made by existing models until no more improvements are feasible. In the gradient 

boosting approach, new models are constructed to predict the residuals (or errors) of 

previous models, and then all models are used together to make the final prediction. 

The name gradient boosting means that the technique uses a gradient descent 

algorithm while adding new models to minimize loss. This approach can be used for 

both regression and classification modeling problems [285].  
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XGBoost uses two additional techniques besides regularization to improve the 

model's performance. The reduction of weights is the first approach, which is 

accomplished by scaling newly added weights with parameter η, also known as the 

learning rate. This reduces the influence of an individual tree and gives room to 

future trees to enhance the model. Another approach for improving the model is 

feature sub-sampling. It operates similarly to Bagging does in the RF algorithm by 

choosing sub-samples of features for each tree. This is done to decorrelate features, 

decrease bias, and keep the ensemble model from overfitting. Furthermore, compared 

to other ensemble models, the XGBoost approach provides many computational 

advantages such as cache-aware settings, block structure for parallel learning, and 

out-of-core computations [284]. The advantage of XGBoost is its speed and 

performance which can be attributed to its utilization of parallel computing that 

makes learning faster. Regardless of the size of the data or the number of machines, 

XGBoost runs relatively faster than other algorithms. XGBoost has been shown to 

run over ten times faster than other algorithms and outperform them [285]. Both 

XGBoost and Gradient Boosting are ensemble tree techniques that employ the 

gradient descent architecture to boost weak learners. However, XGBoost improves 

upon the base Gradient Boosting framework through systems optimization and 

algorithmic enhancements [284]. The system optimization such as: 

 Parallelization: XGBoost uses parallelized implementation to tackle the 

process of constructing sequential trees. This is conceivable because of 

the interchangeable nature of loops used to structure base estimators; the 

outer-loop enumerates the leaf nodes of a tree and the inner-loop 

calculates the features. This nest-loops limits parallelization due to the 

outer-loop cannot be started before the inner-loop is completed. As a 
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result, the order of loops is swapped utilizing initialization via a global 

scan of all instances and sorting using parallel threads to optimize run 

time. This swap increases the algorithmic speed by balancing any 

parallelization overheads in computation. 

 Tree Pruning: the greedy stopping criteria for tree splitting in the 

Gradient Boosting framework is based on the negative loss criterion at 

the split point. XGBoost first utilizes the “max_depth” parameter instead 

of criterion then starts pruning trees backward. This “depth-first” 

method greatly enhances computing performance. 

 Hardware Optimization: This method was created to make the best use 

of available hardware resources. This is done by cache awareness, which 

involves each thread creating internal buffers to hold gradient statistics. 

Further improvements such as “out-of-core” computing optimize 

available disk space while handling large data frames that do not fit in 

memory. 

The algorithmic enhancements such as: 

 Regularization: To avoid overfitting, it penalizes more complicated 

models using both LASSO (L1) and Ridge (L2) regularization. 

 Sparsity Awareness: By automatically ‘learning' the optimum missing 

value based on training loss, XGBoost naturally allows sparse features 

for inputs and handles different forms of sparsity patterns in the data 

more efficiently. 
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 Weighted Quantile Sketch: The distributed weighted Quantile Sketch 

technique is used by XGBoost to determine the best split points across 

weighted datasets. 

 Cross-validation: The technique includes a built-in cross-validation 

procedure at each iteration, eliminating the need to implement this 

search directly and to define the precise number of boosting iterations 

needed in a single run. 

4.5.3 Simple Majority Voting  

The Simple Majority Voting algorithm is an ensemble method that combines the 

predictions made by several classifiers [167]. The algorithm can equally train a set of 

classifiers with good performance so that the outcome of each classifier is 

enumerated to improve their weaknesses. Majority voting can be computed as 

follows: 

𝑦(𝑥) = {ℎ1(𝑥), ℎ2(𝑥), … , ℎ𝑛(𝑥)}  (4.12) 

where ℎ1(𝑥), ℎ2(𝑥), … , ℎ𝑛(𝑥) are 𝑛 classification rules, the value of each 𝑥 predicts 

to the class with the highest number of votes. 

4.5.4 Weighted Majority Voting  

This is a combiner algorithm that is used in the general voting category. It is intended 

to produce a meta-learning classifier that is associated with a specific weight for 

confidence. The predictive performance of the individual base classifier determines 

how weights are assigned. The weights are considered during vote collection when 

the impact of the base classifiers’ prediction is increased and decreased [286]. There 

are two ways of using weights in this method: either the weights are set as a constant 

or each base classifier has a separate weight per class to correspond with the strength 

of that classifier in prediction. When the latter is the case, it is called class-based 
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weighted majority voting [287]. Mathematically, the weighted majority voting 

algorithm is written as in the following formula: 

𝑦^ = 𝑎𝑟𝑔𝑚𝑎𝑥𝑖  ∑ 𝑊𝑗𝑋𝐴(𝐶𝑗(𝑋) = 𝑖)

𝑛

𝑗=1

 (4.13) 

In this formula, 𝑊𝑗  is the weight of the 𝑗𝑡ℎ  base classifiers, 𝐶𝑗 is an ensemble, 𝑦^ is 

the predicted class of the ensemble classifiers, 𝑋𝐴 represents the characteristic 

function𝐶𝑗(𝑋) = 𝑖 𝐴 , and  𝐴  connotes the set of unique class labels. 

4.6 Evaluation Metrics  

Classifier evaluation in sentiment analysis focuses on the effectiveness of the 

classifier rather than the efficiency [287]. The focus is on how well the classifier 

makes predictions and not on the computational complexity. The following metrics 

are widely used in text mining: accuracy, precision, recall, and F1-score. These 

metrics are obtained from a confusion matrix that records the correct versus wrong 

classified cases per category [287, 288]. Table 4.3 gives the confusion matrix. 

Table 4.3: Confusion matrix 

Predicted Class 
Actual Class 

Class Positive Class Negative 

Predicted Positive TP FN 

Predicted Negative FP TN 

 

From Table 4.3, TN stands for true negatives, this is the number of negative cases 

correctly predicted by the classifier. TP stands for true positives which is the number 

of positive classes correctly predicted by the model. FP stands for false positives 

which is the number of negative classes wrongly predicted as positive classes. 

Finally, FN stands for false negatives, which is the number of positive classes 

wrongly predicted as negative. Using these metrics, the performance of the proposed 
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methods (as described in Chapter 5 and Chapter 6) on all datasets is computed from 

the confusion matrix as shown below: 

 Accuracy:  total number of correctly predicted documents divided by the 

total number of documents. The formula for computing accuracy is 

given by: 

Accuracy (Acc) = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100 (4.14) 

 Precision:  the number of true positives out of all positively assigned 

documents. It is computed as: 

Precision (Pre) = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
× 100 (4.15) 

 Recall: the number of all the true positives out of the total actual positive 

documents. It is computed as: 

Recall (Rec) = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100 (4.16) 

 F1-score: this is a tradeoff between precision and recall. It is computed as: 

F1-Score = 2 ×  
𝑃𝑟𝑒×𝑅𝑒𝑐

(𝑃𝑟𝑒+𝑅𝑒𝑐)
× 100 (4.17) 

 𝑅ec𝑚𝑎𝑐𝑟𝑜1 score: it gives the macro-averaged score of Recall among all 

classes, both positive and negative. 

𝑅𝑒𝑐𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 
𝑇𝑃

𝑇𝑃 +𝐹𝑁
 (4.18) 

𝑅𝑒𝑐𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 
𝑇𝑁

𝑇𝑁 +𝐹𝑃
 (4.19) 

𝑅ec𝑚𝑎𝑐𝑟𝑜1 =   
1

2
(𝑅𝑒𝑐𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑅𝑒𝑐𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 )× 100 (4.20) 

 𝑅ec𝑚𝑎𝑐𝑟𝑜2 score: it gives the macro-averaged score of Recall in all classes, 

which is the positive, negative and neutral class. 
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𝑅𝑒𝑐𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 
𝑇𝑃

𝑇𝑃 +𝐹𝑁+𝐹𝑈
 (4.21) 

𝑅𝑒𝑐𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 
𝑇𝑁

𝑇𝑁 +𝐹𝑃 +𝐹𝑁
 (4.22) 

𝑅𝑒𝑐𝑁𝑒𝑢𝑡𝑟𝑎𝑙 = 
𝑇𝑈

𝑇𝑈 +𝐹𝑃+𝐹𝑃
 (4.23) 

𝑅ec𝑚𝑎𝑐𝑟𝑜2 =   
1

3
(𝑅𝑒𝑐𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑅𝑒𝑐𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 +

𝑅𝑒𝑐𝑁𝑒𝑢𝑡𝑟𝑎𝑙 )× 100                        

(4.24) 

 𝐹1-𝑚𝑎𝑐𝑟𝑜: this is the macro-averaged score 𝐹1-score for both the positive and 

negative classes. The  𝐹1
𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 for the positives is obtained by calculating 

the corresponding precision (𝑃𝑟𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒), where  𝑃𝑟𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 represents the 

ratio of correctly predicted positive messages. The  𝐹1
𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

 for negative is 

obtained by calculating the corresponding precision (𝑃𝑟𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒), where  

𝑃𝑟𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 stands for the ratio of correctly predicted negative messages.  

𝑃𝑟𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 
𝑇𝑃

𝑇𝑃 +𝐹𝑃
 (4.25) 

𝑃𝑟𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 = 
𝑇𝑁

𝑇𝑁 +𝐹𝑁
 (4.26) 

𝐹1
𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 = 2 ×

𝑃𝑟𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 × 𝑅𝑒𝑐𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑃𝑟𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑅𝑒𝑐𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

(4.27) 

𝐹1
𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

= 2 ×
𝑃𝑟𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 × 𝑅𝑒𝑐𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑃𝑟𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝑅𝑒𝑐𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

(4.28) 

𝐹1−macro  =  ×
1

2
 (𝐹1

𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒  + 𝐹1
𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 

) (4.29) 

 Macro-averaged Mean Absolute Error (MAE
M

): this computes the Mean 

Absolute Error (MAE) separately for each class after which the average is 

taken for all classes, hence all classes are treated equally. 

𝑀𝐴𝐸𝑀 (h, Te) = 
1

|𝐶|
 ∑

1

|𝑇𝑒𝑗|

|𝑐|
𝑗=1  ∑ |ℎ(𝑋𝑖) −  𝑦𝑖| 

𝑋𝑖∈ 𝑇𝑒𝑗
 (4.30) 
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 Micro-average Mean Absolute Error (MAE): this takes the aggregates of all 

contributions by each class and then computes the average. 

𝑀𝐴𝐸 (h, Te) =
1

|𝑇𝑒|
∑ |ℎ(𝑋𝑖) −  𝑦𝑖|

 
𝑋𝑖∈ 𝑇𝑒                             (4.31) 

In the equation,  𝑦𝑖 stands for the actual target of 𝑋𝑖, while ℎ(𝑋𝑖) is its 

predicted target, 𝑇𝑒𝑗  is the set of test documents with the actual class, 

𝐶𝑗 , |ℎ(𝑋𝑖) −  𝑦𝑖| is the distance spanning the predicted class ℎ(𝑋𝑖) and actual 

class 𝑦𝑖 . 

It should be noted that the MAE
M

, is more appropriate for measuring the 

classification accuracy of systems having imbalanced datasets than the MAE
μ
 [17]. 
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Chapter 5 

SENTIXGBOOST: ENHANCED SENTIMENT 

ANALYSIS IN SOCIAL MEDIA POSTS WITH 

ENSEMBLE XGBOOST CLASSIFIER 

Sentiment analysis has been widely used in the area of text mining. This chapter 

reports on a novel framework developed to facilitate the implementation of an 

ensemble classifier approach for sentiment analysis tasks. The novel ensemble 

classifier employs XGBoost as a meta-classifier for stacked ensembling. The 

ensemble classifier framework employed in this work combines multiple feature sets 

with ensemble classification where multiple base classifiers which are weak learners 

are combined into an ensemble classifier. These feature sets include BoW, TF-IDF, 

PoS, n-gram, Opinion Lexicon, and Term Frequency. The use of XGBoost as a meta-

classifier is a significant contribution to this work. The developed method through 

this framework combines several individual classifiers to form an ensemble. Two 

experimental settings were employed during the validation of our proposed method. 

Both settings provided good performance comparable to single base classifiers, 

different strategies of ensemble classifier techniques, and the existing methodologies. 

This has therefore justified the reliability of our approach. In this chapter, we 

describe the proposed SentiXGboost method to generate a novel ensemble classifier 

approach for the sentiment analysis task. This chapter is organized as in the 

following. The description of the proposed SentiXGboost method architecture is 
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presented in section 5.1. In section 5.2, we first present the details of the datasets 

employed and then discuss the experimental settings employed in this method. 

Finally, we discuss the results of the SentiXGboost method then compared its results 

with the other state-of-the-art methods. 

5.1 Proposed SentiXGboost Method Architecture 

The proposed framework relies on a combination of six base classifier concepts in 

machine learning used as input to the XGBoost algorithm. This is done to improve 

classification performance. In this section, the details of the proposed sentiment 

analysis method called “SentiXGboost” are presented. The system architecture of the 

proposed framework is depicted in Figure 5.1. The initial phase of the system 

handles the preprocessing of the train and test data. Activities carried out at this 

phase include tokenization, stemming, and removal of stop words before the feature 

extraction phase, as shown in Figure 5.1. BoW, PoS, TF-IDF, n-gram, Opinion 

Lexicon, and Term Frequency features are extracted at the feature extraction phase, 

and the combination of all features is used for training the base classifiers. In the 

proposed architecture, the most widely used and efficient classifiers employed for 

sentiment classification, namely DT, NB, RF, KNN, LR, and SGD [198,289-291] are 

trained as base classifiers. One of the methods that enhance classification accuracy is 

the ensemble learning method which combines the outcome of weak classifiers to 

form a single, robust classifier. In this method, the predictions of the base classifiers 

are combined and used as input to the XGBoost classifier, as shown in Figure 5.1. 

XGBoost, an advanced implementation of the Gradient Tree-Boosting algorithm, was 

implemented by Chen Tianqi in 2016 [284]. XGBoost is also known as Regularized 

Boosting technique because it contains several regularizations, which decrease over-

fitting and improve the performance of classifications. Notably, it has higher 
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predictive power and is approximately ten times faster than the Gradient Tree-

Boosting algorithm [292]. XGBoost classifier is trained as a meta classifier that 

combines weak learners to produce a robust learner. For the given training data 𝑋𝑖 

and their labels 𝑌𝑖 , XGBoost classifier utilizes individual classifiers to predict the 

outcome 𝑍𝑖.  

𝑍𝑖  =  ∑ 𝑓𝑛 (𝑋𝑖 

𝑁

𝑛=1

), (5.1) 

where function 𝑓𝑛  represents the 𝑛𝑡ℎ a DT that contains scores on its leaves. The 

following function calculates the score of each tree: 

𝐿(𝑛)=∑ 𝑙(𝑌𝑖 , 𝑍𝑖
(𝑛−1)𝑘

𝑖=1 +  𝑓𝑛 (𝑋𝑖))  +  𝛺 𝑓(𝑛), (5.2) 

where 𝑙 represents loss function,  𝑍𝑖
(𝑛)

 denotes the prediction for sample 𝑋𝑖 at 𝑛𝑡ℎ 

iteration and 𝛺 is the regularization term, which prevents the score leaves from 

obtaining large values. 𝑓𝑛 (𝑋𝑖)  are inserted into the tree function to achieve the final 

classification tree. The parameters of the model, namely silent, scale_pos_weight, 

learning_rate, colsample_bytree, subsample, objective, n_estimators, reg_alpha, 

max_depth, and gamma, are empirically set to False, 1, 0.01, 0.4, 0.8, 

'binary:logistic', 100, 0.3, 4, and 10, respectively. In the proposed method, we used 

the DT classifier as base_estimator, and at each iteration, a weak classifier is added 

to the classifier ensemble until the ensemble yields the correct classification.  

In Algorithm 1, after extracting features from training data, the features are then used 

to generate individual classifiers which serve as input to the meta-classifier 

XGBoost. Each base classifier is trained using gold-labeled training data and the 

same combined feature set to determine the sentiment polarity of tweets. Next, 

outputs of all base classifiers are combined to form the sample distribution used for 
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training the meta-classifier XGBoost. In step 3, XGBoost trains several DT 

classifiers sequentially using the output of the six base classifiers as input sample 

distribution in such a way that each new DT classifier focuses on samples that were 

misclassified by the previous DTs. The new model is fitted to the residuals or errors 

generated from the previous prediction at each iteration. These models in 

combination with previous models perform the final prediction. Notably, XGBoost 

uses the gradient descent algorithm to minimize the loss whenever a new DT is 

added.  

Algorithm 1:  train proposed SentiXGboost classifier 

Input:  tweets and related sentiments as training data. 

Method:   

(1) Generate feature set: BoW, TF-IDF, PoS, n-gram, Opinion Lexical and Term 

Frequency 

(2) Train base classifiers Ci, using the feature set 

(3) Combine output of all classifiers Ci into sample distribution D; 

 Input:  D as sample distribution; 

  ℑ as base classifier; 

  T as a counter for learning rounds. 

 Process: 

 Dt = D; initialization of D 

 While = 1 to  T: 

o ht = ℑ(Dt); A  weak classifier is trained from Dt 

o Єt = Px~ Dt (ht (x) ≠ y); the error ht  is evaluated 

o Dt+1 = Adjust_Distribution(Dt, Єt) 
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  End While 

 Output: H(x) = Combine_outputs ({h1(x), …, ht(x)}) 

(4) Save (the trained SentiXGboost classifier)   

(5) Return (the saved classifier) 

 

SentiXGboost classifier uses Algorithm 2 to predict the sentiment of a given tweet. 

SentiXGboost pre-processes the input and generates the feature set employed in the 

training phase. The base classifiers contained in the SentiXGboost method evaluate 

the sentiment polarity of the input, and meta-classifier XGBoost combines these 

predictions to form the final prediction result of SentiXGboost. 

Algorithm 2: make a prediction using the SentiXGboost classifier 

Input:  tweets making up the test set.  

Output: predicted tweet sentiments 

Method:   

(1) Generate feature set: BoW, TF-IDF, PoS, n-gram, Opinion Lexical and Term 

Frequency 

(2) For each trained classifier Ci in Classifier ensemble do  

 Make a prediction for the input sample using the feature set 

(3) Aggregate the predictions to obtain the final  prediction result for the XGBoost 

Classifier 

(4) Return (final prediction) 
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Figure 5.1: The proposed SentiXGboost method architecture 

5.1.1 Individual Classifier Used 

Supervised machine learning approaches have previously been utilized for the 

classification of texts according to defined classes. As described in Section 4.4, the 

following classification algorithms have been deployed for tweets sentiment mining 

in this study:  NB, LR, KNN, SGD, DT, and RF. All these classifiers are trained with 

different parameter settings using different combinations of features. The details of 

all base classifiers with their parameter settings are presented in Table 5.1. 
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Table 5.1: Individual classifiers with their parameter settings 

Individual 

Classifiers 
Parameter Settings 

NB (MNB) alpha “1.0”: the additive smoothing. 

LR 
penalty = “12”: the normality of penalization, 

multi_class  =” auto”: binary versus multiclass label data. 

KNN n_neighbors = “5”: number of neighbors.  

SGD 

loss = “log”: set logistic regression as the loss function, 

penalty = “12”, The penalty (a regularization term) to be 

used, “12” is the standard regularizer for linear SVM 

models, 

alpha = “le
-
3”, a constant that multiplies the 

regularization term, 

random-state = “42”: for reproducibility in controlling 

randomness of samples. 

DT 

n-estimator = “100”: number of trees, 

max_depth = “3”, maximum depth of the tree, 

min_samples_split = “2”: minimum samples required to 

split the node, 

min_samples_leaf = “1”: minimum number of samples to 

be at the leaf node, 

random_state = “0”. 

RF 

n_estimators = “100”: number of trees in the forest, 

max_depth = “3”: maximum depth of the tree in the 

forest, 

min_samples_split = “2”, 

min_samples_leaf = “1”, 

max_features = “auto”: number of features used for the 

best split, 

random_state = “0”. 

 

5.2 Experimental Results and Evaluation 

This section discusses the datasets and experimental settings conducted to evaluate 

the performance of the proposed SentiXGboost method. The experimental results of 

the proposed SentiXGboost method were obtained through experiments and are 

compared with all individual classifiers used in the proposed architecture. The 

comparison is also done for the different strategies of ensemble classifier techniques 

in terms of classification performance and efficiency analysis. Furthermore, the 
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performance comparison of the proposed SentiXGboost method against other 

existing sentiment analysis methods using the same datasets is carried out.  

5.2.1 Statistics on Datasets Used 

The performance of the proposed SentiXGboost method for sentiment analysis is 

evaluated using the following sentiment datasets: SemEval 2017 Task 4B, SLS, STS-

Gold, SST-2, Yelp Challenge, and Movie Review. These datasets, obtained from 

tweets, are currently the most comprehensive publicly available sentiment-related 

datasets for conducting sentiment analysis on in tweeter. Each of them is grouped 

into the training and test datasets. The details of the number of positive and negative 

samples contained in the train and test sets for each dataset are given in Table 5.2. 

Table 5.2: Statistics of the datasets employed in this experiment 

Datasets Type Positive Negative Total 

SemEval-2017 Task 4B 
Train 5779 1606 7385 

Test 2433 733 3166 

SLS (Amazon) 
Train 353 347 800 

Test 147 153 200 

STS-Gold 
Train 435 988 1423 

Test 197 414 611 

SST-2 
Train 3438 3290 6728 

Test 1525 1359 2884 

Yelp Challenge Dataset 
Train 34300 35700 70000 

Test 15700 14300 30000 

Movie  Review(Sentiment Polarity 

Dataset V2.0) 

Train 26285 25491 51776 

Test 6652 6292 12944 

 

5.2.2 Experimental Settings 

In this work, we compared the proposed SentiXGboost method with all individual 

classifiers used in the proposed architecture, including NB, LR, KNN, SGD, RF, and 

DT ( as described in Section 4.4). Further, different ensemble methods, namely 
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majority voting, bagging, and boosting (as described in Section 4.5) are used for 

comparison with the proposed method.      

The majority voting is useful when combining a set of classifiers that compete well 

with each other such that the weakness of each is balanced out and the performance 

is improved [55]. In the experiments involving the majority voting, we employed the 

same base classifiers, namely DT, NB, RF, KNN, LR, and SGD, used as a part of the 

SentiXGboost. Simple majority voting is used to combine the predictions of these 

base classifiers into the ensemble prediction. 

The BootStrap Algorithm is widely used in text classification where several base 

classification models are generated in parallel through resampling. Subsets from the 

training set are randomly drawn and replaced for use in training a different base 

learner from the set of ensemble learners. In the end, the final prediction is obtained 

by aggregating the results from individual models [55]. In the experiments for 

Bagging, the LR classifier was used as a base estimator, setting max_samples = 0.5 

and  max_features = 0.5. 

Boosting works sequentially to produce a classifier with high accuracy from a set of 

classifiers with low accuracies.  The learners are trained sequentially such that each 

learner attempts to improve on the previous learner [280]. The algorithm corrects the 

misclassifications of the previous iteration in the current iteration. Most common 

variants of boosting include AdaBoost (Adaptive Boosting), Gradient Tree Boosting, 

and XGBoost [55]. All these boosting methods are deployed in this study. The 

AdaBoost algorithm constructs a model in the initial iteration and another model is 

constructed in the second iteration by increasing the weights of the misclassified 
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observations. The process continues iteratively until an optimal model is obtained. 

For the experiments in this study involving the AdaBoost model, we employed as 

base classifier the DT classifier with settings n_estimators= 50, learning_rate= 1, 

and random_state= 0. For the Gradient Tree Boosting model, the misclassified 

observations of the previous model are used to train new models. The DT base 

classification model in the experiments relating to the Gradient Tree Boosting 

algorithm was set at n_estimators= 100.  

The following gives an outline of the two experiments conducted to determine the 

performance of each classification model individually:  

 The set of features, namely BoW, PoS, TF-IDF, n-gram, Term 

frequency, and Opinion Lexicon, were combined to train the following 

classifiers: NB, LR, KNN, SGD, RF, and DT. The training of the 

models was done on the training set, which constitutes 70% of the data. 

The remaining 30% was kept as the test set for validating the classifiers.  

 The following ensembling techniques:  Majority voting, AdaBoost, 

Gradient Tree Boosting, Bagging, and SentiXGboost were trained using 

70% of the dataset, which constitutes the training set while 30% of the 

data was set aside as a test set. The same feature combinations as the 

first set of experiments were used for majority voting.  

5.2.3 Analysis Results and Evaluations 

This section discusses the classification performance of the proposed SentiXGboost 

method in terms of Accuracy, Precision, Recall, Average Recall, and F1-Score. More 

details about these metrics are provided in section 4.6. These performance metrics 

are also being frequently used to evaluate NLP models, including sentiment analysis 
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tasks. Furthermore, we also compare the results of the proposed method with some 

existing methods that used the same dataset as well as compare to recent research 

that used various methodologies. 

5.2.3.1 Analysis Results 

The performance of SentiXGboost was evaluated using the following performance 

metrics: Accuracy, Precision, Recall, and F1-Score. This section compares the results 

of SentiXGboost with those of all the base models used in the proposed architecture. 

Further, the performance of the proposed method is compared with the different 

approaches of the ensemble classifiers. 

Table 5.3 presents the performances of classifications on SemEval-2017 Task 4 and 

Subtask B dataset, produced by each of the mentioned base classifiers used in the 

proposed SentiXGboost architecture and the ensemble classifiers. The results show 

that the proposed approach performs better than all the individual classifiers and the 

classifier ensembles. 

Table 5.3: Performance of the individual classifiers and ensembling approaches using 

SemEval-2017 Task 4, Subtask B dataset 

 Classifiers Acc (%) Pre (%) Rec (%) F1-Score (%) 

In
d

iv
id

u
a
l 

cl
a
ss

if
ie

rs
 

NB 86.3 85.4 96.8 91.4 

KNN 78.3 79.4 96.1 87.2 

LR 88 89 95.5 91.9 

RF 85.2 84.5 96.9 91 

SGD 87.8 88.7 93.8 91.5 

DT 82.4 87.4 90.2 88.8 

E
n

se
m

b
le

 

cl
a
ss

if
ie

rs
 

Majority voting 6 

classifiers 
88.2 91.3 88.5 92.7 

AdaBoost 88.9 89.5 97.1 92.8 

Gradient tree boosting 88.8 89.4 97 93 

Bagging 85.8 84.3 97 91.5 

Proposed SentiXGboost 90.8 92.7 98.1 94 

[Acc: Accuracy, Pre: Precision, Rec: Recall.]  

 



112 

 

The performance of the six classification models and the proposed method in terms 

of Accuracy, Precision, Recall, and F1-Score are shown in Table 5.3. There could be 

seen that the LR classifier yielded better performance relating to Accuracy, 

Precision, and F1-Score, which scored 88%, 89%, and 91.9%, respectively. On the 

other hand, the RF classifier achieved the highest Recall score, which is 96.9%. 

Furthermore, the lowest measures in Accuracy, Precision, and F1-Score are for the 

KNN classifier, which are 78.3%, 79.4%, and 87.2%, respectively. On the other 

hand, the DT classifier yielded the lowest scores for the Recall metric, which is 

90.2%. The implication is that the LR classifier performs better than other single 

base classifiers on the SemEval-2017, Task 4, and Subtask B datasets. A related 

study by Pranckevičius and Marcinkvičius [293] shows that the LR classifier 

performs better than all other individual classifiers in the analyses of Amazon and 

Heart Disease datasets. Similarly, the results of the study by Çığşar and Ünal [294] 

corroborate our results which show that the LR classifier performs better than other 

classifiers on the Turkish Statistical Institute 2015 survey dataset. 

The results in Table 5.3 show that all ensemble methods yield better performance 

compared to the base classifiers. In contrast, the performance of the SentiXGboost 

ensemble algorithm is enhanced on the SemEval-2017 Task 4 and Subtask B 

datasets. The experiments show that the SentiXGboost ensemble algorithm performs 

better in terms of Accuracy, Precision, Recall, and F1-Score, which are 90.8%, 

92.7%, 98.1%, and 94%, respectively. Meanwhile, the Bagging ensemble algorithm 

gave the lowest scores in Accuracy, Precision, and F1-Score with values 85.8%, 

84.3%, and 91.5%, respectively. AdaBoost and Gradient Tree Boosting ensemble 

algorithms were ranked as the second and third highest, respectively, while the 
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Bagging ensemble algorithm performed worst. The Majority voting yielded the least 

Recall score of 88.5%. The consequence of these results is that the SentiXGboost 

ensemble algorithm is more appropriate for the SemEval-2017, Task 4, and Subtask 

B datasets. 

To further evaluate the performance of the SentiXGboost approach, we performed 

extensive experiments using five sentiment datasets, namely SLS (Amazon), STS-

Gold, SST-2, Yelp Challenge, and Movie Review (Sentiment Polarity Dataset 

Version 2.0). Table 5.4 and Figure 5.2 depict the performances obtained by 

individual and classifier ensembles, including SentiXGboost, based on Acc. These 

results show that the highest accuracy is achieved by the SentiXGboost approach on 

all datasets. According to the results obtained from these experiments, the highest 

Accuracy values for SentiXGboost are 92.5%, 91.1%, 85.2%, 92.75%, and 76.5%. 

Conversely, the highest Accuracy is achieved by LR among all individual classifiers, 

which show 86.5%, 87.2%, 79.4%, 85%, and 71.7% on SLS (Amazon), STS-Gold, 

SST-2, Yelp Challenge, and Movie Review (Sentiment Polarity Dataset Version 2.0), 

respectively. Notably, the KNN classifier exhibits the lowest performance of 65.5%, 

72.2%, 57%, 64%, and 53.7% on all datasets, respectively. 
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Table 5.4: Accuracy of the individual classifiers and ensembling approaches for SLS 

(Amazon), STS-Gold, SST-2, Yelp Challenge, and Movie Review (Sentiment 

Polarity Dataset Version 2.0) datasets 

 Classifiers SLS STS-Gold SST-2 Yelp 
Movie 

review 
In

d
iv

id
u

a
l 

cl
a
ss

if
ie

rs
 

NB 86 86.9 79.2 82 70.2 

KNN 65.5 72.2 57 64 53.7 

LR 86.5 87.2 79.4 85 71.7 

RF 82.5 81.8 74.1 77 64.7 

SGD 81.5 84.7 79.2 83.66 67.6 

DT 78.5 81.5 66.5 71.5 56.2 

E
n

se
m

b
le

 c
la

ss
if

ie
rs

 

Majority voting  6 

classifiers 
85 85.1 79.6 82 69.4 

AdaBoost 90 89.4 79.8 83.33 70.2 

Gradient tree 

boosting 
90 90.2 81.8 85 70.8 

Bagging 82 87.8 80 83.3 70 

Proposed 

SentiXGboost 
92.5 91.1 85.2 92.75 76.5 

 

 

Figure 5.2: Comparison of accuracy of single and ensemble classifiers on sentiment 

labeled datasets. 
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Table 5.5 and Figure 5.3 present the F1-Score performance achieved by individual 

and ensemble classifiers, including SentiXGboost. Notably, for all sentiment 

datasets, the highest F1-Score for all datasets is obtained through the proposed 

SentiXGboost. In addition, it is evident that the gradient tree boosting classifier 

achieves the second-highest performance on all datasets, except the movie-review 

dataset, showing that boosting effectively increases the performance of the classifiers 

for the sentiment analysis task. The proposed method yielded an F1-Score of 90% on 

the SLS dataset, which improves the second-best performance by 4.3%.  The 

proposed method yielded an Accuracy of 84.7% on the STS-Gold dataset, while the 

second-best performance is improved by 2.4%. The proposed method has an F1-

Score of 86% on the SST-2, and the second-best performance is outperformed by 

3.8%. The Yelp dataset performance of the proposed method is an F1-Score of 

93.75%, which improves the second-best performance by 8.05%. On the movie 

review dataset, the proposed method improves the performance of the gradient tree 

boosting algorithm by 3.8% and the second-best performance by 2.9% — still 

achieving the highest performance with an F1-score of 75.7%.  

By examining the results in Table 5.5, it can be seen that the highest F1-Score for 

individual classifiers obtained by the LR classifier are 85.4%, 77.6%, 80.9%, 

85.58%, and 72.8% on the SLS, STS-Gold, SST-2, Yelp, and Movie review datasets, 

respectively. In addition, it is observed that the KNN classifier provides the lowest 

F1-Score on all datasets. Notably, the difference in classification performance 

between LR and KNN ranges from 17.3% on the Movie Review dataset to 23.3% on 

the STS-Gold dataset. 
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Table 5.5: F1-Score of the individual classifiers and ensembling approaches for SLS 

(Amazon), STS-Gold, SST-2, Yelp Challenge, and Movie Review (Sentiment 

Polarity Dataset Version 2.0) datasets  

 Classifiers SLS 
STS-

Gold 
SST-2 Yelp 

Movie 

review 
In

d
iv

id
u

a
l 

cl
a
ss

if
ie

rs
 NB 85.1 76.4 80.6 82.18 70.8 

KNN 62.2 54.3 61.5 63.63 55.5 

LR 85.4 77.6 80.9 85.58 72.8 

RF 79.2 60 75.2 75.3 66.5 

SGD 80.6 68.7 80.2 84.54 69 

DT 76.2 69.3 68.2 69.2 57.3 

E
n

se
m

b
le

 c
la

ss
if

ie
rs

 Majority voting  6 

classifiers 
82.7 70 81.88 81.05 69.7 

AdaBoost 85 79.9 80.5 82.75 70.9 

Gradient tree boosting 85.7 82.3 82.2 85.7 71.9 

Bagging 75.8 77.6 80.6 83.87 70.3 

Proposed 

SentiXGboost 
90 84.7 86 93.75 75.7 

 

The experiments show that the proposed SentiXGboost algorithm can enhance the 

general classification accuracy in Sentiment Analysis. Tables 5.4 and 5.5 illustrate 

that SentiXGboost is the best ensemble classifier because it yields better results for 

each of the SLS (Amazon) and STS-Gold, SST-2, Yelp Challenge, and Movie 

Review (Sentiment Polarity Dataset Version 2.0) datasets. 
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Figure 5.3: Comparison of F1-Score of single and ensemble classifiers on sentiment 

labeled datasets. 

5.2.3.2 Comparison of Results with Existing Methods 

A comparative evaluation of the performance of the SentiXGboost method with other 

methods on the same datasets was conducted. The datasets include SemEval-2017, 

Task 4, Subtask B (Sentiment Analysis in Twitter), SLS (Amazon) and STS-Gold, 

SST-2, Yelp Challenge, and Movie Review (Sentiment Polarity Dataset Version 2.0) 

datasets. These datasets were employed for comparison since several approaches 

were proposed as part of the task. To this end, Table 5.6 – Table 5.11 shows that 

SentiXGboost performs better than all other published methods in terms of 

Accuracy, Average Recall, and F1-Score on these datasets.  

Table 5.6: Comparison results of our proposed method with other methods based on 

Accuracy, Average Recall, and F1-Score for SemEval-2017, Task 4, Subtask B 

dataset 

Studies Acc (%) 𝑅ec𝑚𝑎𝑐𝑟𝑜1 (%) F1-Score (%) 

Cliche  [223] 89 88 89 

Symeonidis et al. [26] 60.7 60 60 
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Rozental and Fleischer [230] 80 82 80 

Dovdon and Saias [234] 51.8 59.4 48.6 

Wang et al. [231] 49.9 51.6 49.9 

Laskari and Sanampudi [235] 41.2 48.3 37.2 

Rajendram, and Mirnalinee [232] 51.8 58.6 49.4 

Lozić et al. [228] 84 84.5 83.6 

González, Pla, and Hurtado [227] 79 76.6 77.3 

Korovesis [295] 86.1 80.8 85.4 

Proposed SentiXGboost 90.8 88.6 94 

[Acc: Accuracy, 𝑅ec𝑚𝑎𝑐𝑟𝑜1: Average Recall among positive and negative classes.]  

Table 5.7: Comparison results of our proposed method with other methods based on 

Accuracy and F1-Score for SLS dataset 

Studies Acc (%) F1-Score (%) 

Chen et al. [296] 88.6 88.4 

Huang et al. [297] 88.4 - 

Xu et al. [298] 88.2 - 

Proposed SentiXGboost 92.5 90 

[Acc: Accuracy.] 

Table 5.8: Comparison results of our proposed method with other methods based on 

Accuracy and F1-Score for STS-Gold dataset 

Studies Acc (%) F1-Score (%) 

 Saif et al. [299] 81.32 78.56 

 Kermani et al. [300] 85.92 74 

Troussas et al. [301] 89.02 - 

Yan et al. [302] 85.35 - 

Kauer and Moreira [303] 84.5 84.3 

Keshavarz and Abadeh [304]  76.68 - 

Proposed SentiXGboost 91.1 84.7 

[Acc: Accuracy.] 
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Table 5.9: Comparison results of our proposed method with other methods based on 

Accuracy and F1-Score for SST-2 dataset 

Studies Acc (%) F1-Score (%) 

 Hiyama et al. [242] 73.7 - 

Baktha et al. [241] 81.54 - 

Chen  et al. [240] 82.3 - 

Giménez et al. [306] 82.45 - 

Xu, Y. et al. [307] 81.8 - 

Tripathi, S. et al. [308] 53.3 - 

Park and Ahn [309] 80.9 - 

Socher et al. [310] 82.4 - 

Kim, Y. [311] 82.9 82.4 

Sochar et al. [312] 82.7 - 

Proposed SentiXGboost 85.2 86 

[Acc: Accuracy.] 

Table 5.10: Comparison results of our proposed method with other methods based on 

Accuracy and F1-Score for Yelp Challenge dataset 

Studies Acc (%) F1-Score (%) 

Guerreiro and Rita [313] 66.86 - 

Potts, C. et al. [314] - 73.1 

Chen, R. [315] 72.83 67.9 

Hemalatha and Ramathmika [316] 78.44 - 

Rathee, N. et al. [317] 76 - 

Ahmed and Ghabayen [318] - 91 

Zhu, Y. et al. [319] 82 - 

Proposed SentiXGboost 92.75 93.75 

[Acc: Accuracy.] 
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Table 5.11: Comparison results of our proposed method with other methods based on 

Accuracy and F1-Score for Movie Review dataset 

Studies Acc (%) F1-Score (%) 

Singh and Sachan [320] 71.3 - 

Carvalho, F. et al. [321] 74.65 - 

Korovkinas, K. et al [322] 72 70.11 

Proposed SentiXGboost 76.5 75.7 

[Acc: Accuracy.] 
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Chapter 6 

SENTIGA: OPTIMIZED ENSEMBLE CLASSIFIER FOR 

SENTIMENT ANALYSIS USING GENETIC 

ALGORITHM 

Ensemble learning is a subfield of machine learning that combines the predictions of 

multiple learning algorithms to create classification models with better predictive 

accuracy. It is crucial to identify the base learning algorithms that can accomplish the 

classification task as part of the ensemble. The choice of the combination scheme for 

base learning algorithms is also crucial in ensuring higher predictive accuracies. In 

this chapter, we introduce a novel optimized classifier ensemble framework denoted 

as SentiGA. This framework identifies the optimal subset of classifiers from a large 

pool of candidates for the sentiment analysis task. The proposed SentiGA uses a 

Genetic Algorithm to determine the classifiers that make up the ensemble. The 

Genetic Algorithm is an optimization technique that provides a range of options for 

dealing with the complexity between the search algorithm used and the solution 

found. To ensure the efficiency of the ensemble and achieve good performance, the 

ensemble classifiers must be constructed with well-performing base classifiers that 

complement each other. This is because the selection of the base classifiers and their 

performances influence the final performance of the ensemble classifiers. To obtain a 

robust ensemble classifier, it is required that the constituent base classifiers are tuned 

with variations of the parameter settings, and different feature subsets combinations 

are used for model training. This chapter describes the SentiGA framework to 
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facilitate the development of a novel ensemble classifier approach for the sentiment 

analysis task. The remainder of this chapter is structured as follows. The architecture 

of the proposed SentiGA framework is described in Section 6.1. Additionally, this 

section contains a general discussion on the different parts that make up the proposed 

SentiGA framework. We then discuss how the multiple base classifiers were 

combined by using a voting algorithm. It also consists of a discussion on how the 

optimized ensemble classifier was generated by applying Genetic Algorithms to 

further improve the performance of the proposed method. At the end of this chapter, 

the detailed evaluation of experimental results is compared with the state-of-the-art 

methodologies are discussed. 

6.1 Proposed SentiGA Method Architecture 

In this section, we present the detailed architecture of the proposed SentiGA method 

for sentiment analysis. The architecture of the proposed framework is depicted in 

Figure 6.1. The SentiGA framework addresses the selection of an optimized 

ensemble classifier from a pool of classifier ensembles. The SentiGA method makes 

use of the Genetic Algorithm optimization method to find an optimal solution for 

sentiment analysis of social media data through the evolution of various classifier 

ensembles. The classifier ensembles are represented in the SentiGA framework as 

chromosomes, where each bit denotes a classifier's participation in the ensemble.  
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Figure 6.1: A block diagram of the proposed SentiGA framework 

The genetic framework employed in this work consists of several steps which are 

described in the following.  At the initial step of the proposed architecture, each 

sentence in the dataset passes through preprocessing. The data is cleaned, 

normalized, and made ready for the next steps at the preprocessing stage. There are 

four main preprocessing operations on the data, including normalization, 

tokenization, stemming, and removal of stopwords. The details on these techniques 

are given in section 4.2. Furthermore, during preprocessing, the datasets which have 

imbalanced distributions among the classes are balanced. For instance, the positive 

class and negative class vastly outnumber the strongly positive class and strongly 

negative class. The first step attempts to balance the distribution of the classes in the 

dataset. This problem is solved by increasing the number of the minority class by 
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oversampling them. After the preprocessing operations, the next step is feature 

extraction from the preprocessed dataset. Three techniques of feature extraction are 

used by the proposed method, and the extracted features are then combined and used 

as features for training the classifiers. The feature sets include BoW, TF-IDF, and 

Bigrams. Section 4.3 gives more details on these modules. The data is then split into 

three sets consisting of 50% training, 20% validation, and 30% testing sets. After this 

stage, a wide set of base classifiers are used to generate a pool of classifiers. The 

classifiers deployed in this framework include SVM, NB, LR, SGD, RF, and DT. 

Details of these classifier training are given in section 4.4. The pool of classifiers 

consists of twenty-five classifiers in our method, which makes the results more 

robust. The classifier pool is obtained by tuning various parameter settings and using 

different feature subsets for training classifiers. All classifiers in the pool are trained 

on the training set using different feature sets and model parameters, as shown in 

Table 6.2. The validation dataset is used to evaluate the ability of the trained 

classifiers to predict the sentiments in tweets accurately. Furthermore, different 

possible combinations of the classifier are generated from classifiers in the pool, 

using the weighted majority voting rule (this module is explained in section 4.5.4). 

Each base classifier with the corresponding classification accuracy in the validation 

dataset is selected as a weight. The Genetic Algorithm is employed to generate or 

evolve the optimum classifier ensemble from a large pool of classifiers at the 

optimized ensemble classifiers step. The general principle of Genetic Algorithms is 

explained in section 2.6.3. The concept of Genetic Algorithm concerning the 

proposed SentiGA framework is described below: 

1) Initial population creation: at this step of the Genetic Algorithm, we 

initialize the random base population consisting of objects of a different 
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combination of machine learning models, i.e., SVM, NB, LR, RF, etc. 

For each classifier model, we create its instances for all possible 

combinations of its parameters and then add them to the initial collection 

of the base classifiers. Next, a genetic code, or chromosome, is designed 

to represent a combination of classifiers. This genetic code is a bit string 

whose length corresponds to the number of base classifiers in the 

collection mentioned previously, and each bit of the string, or gene, 

corresponds to one of the base classifiers. In a chromosome, the indexes 

of the base classifiers used in the classifier ensemble are set to 1, and the 

indexes of the classifiers that will not participate are set to 0. For 

example, the encoding of chromosomes for the object comprising SVM2 

and RF is shown in Figure 6.2. For each chromosome, or classifier 

ensemble, in the population, the predictions of the base classifiers 

(marked by 1 in the chromosome) are combined using weighted 

majority voting and then its fitness is calculated by computing its 

accuracy. The highest accuracy is regarded as the fitness level. 

 

 

Figure 6.2: The encoding of a chromosome 

2) Next Population: from the initial population, a new population is 

reproduced for the next generation through genetic procedures of 
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selection, crossover, and mutation. This process will continue until a 

stopping condition is reached or the solution converges at an optimal 

solution when the operations terminate. The process of genetic 

operations is terminated as follows: 

 Selection: The algorithm first iterates through the population and 

finds the chromosome with maximum fitness in the selection process. 

Then it applies the accept-reject algorithm for selection. In this 

technique, a random chromosome from the population is selected 

after which another random number is selected ranging from 0 to 

maximum fitness. If this second random number is less than the index 

of the randomly selected object from the population then it will be 

accepted otherwise rejected. Thus, there will be a high probability for 

the chromosome with maximum fitness to be selected as a parent for 

the next generation. 

 Crossover: the two selected parents pass through the genetic function 

of crossover. In the crossover, a new child has produced then a 

random index in the chromosome is selected as the mid-point. The 

genes from parent A up to the mid-point and the genes from parent B 

onward from the mid-point are combined to form the chromosome of 

the new child. 

 Mutation: in the mutation, the genes of the chromosome are 

randomly altered based on the mutation rate. If a randomly generated 

number is less than the mutation rate, a gene at a particular position is 

replaced with another random bit to produce some diversity. 
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 Genotype or Decoding: the list of newly created chromosomes is 

further decoded to produce genotypes of the offspring. In this step, an 

ensemble classifier is created as per the genetic codes of the newly 

produced offspring. Suppose a bit at a particular index in the 

chromosome is 1. In that case, the corresponding base classifier is 

added to the estimator's list for ensembling. For the ensemble, the 

weighted majority-based voting rule is used. 

3) Replace: the population is replaced with the newly generated 

population. 

4) Elite Count: some chromosomes with the best fitness values in the 

current generation are guaranteed to survive to the next generation. 

These chromosomes are called elite children. 

5) Fitness:  the fitness for each object of the new population is calculated. 

Different matrices can be used to find the fitness of a classifier e.g., 

accuracy, precision, recall, and F1-score, which are commonly used for 

classification. In this study, accuracy is used. 

6) Test: terminate the loop if the stopping condition is reached, and return 

the best solution. 

7) Loop: Go to step 5 

The flowchart of the proposed architecture and the pseudo-code for using Genetic 

Algorithm in the proposed SentiGA method is given below: 
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Figure 6.3: The flowchart of the proposed SentiGA scheme 
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Algorithm: Ensemble Classifier Optimization using Genetic Algorithm for 

Sentiment Analysis 

Require: (Sentiment Data) 

 Ensure: Optimal Performance with Ensemble Classifier 

             %Step#1 Preprocessing 

  [Data] ← PreProcess (Sentiment Data) 

  %Step#2 Feature Extraction  

Splitting into training, validation and testing data ([X_train], 

[X_val], [X_test], [y_train], [y_val], [y_test]) ← featureExtraction 

(extractor, [Data]) 

    %Step#3 Classifier Pool Generation 

Train base classifiers Ci ← using different parameter settings and 

different combination of feature set 

[classifiers] ← classifier ([X_train], [y_train]) 

   %Step#4 Ensembling Classifiers 

[classifiers] ← many combinations of predictions [ensemble 

classifiers] 

%Step#5 Initial Population 

 [ensemble classifiers] ← [ensemble classifiers] ([X_train], 

[y_train]) 

  % Encoding 

  For each cls є ensemble classifiers do 

[baseChromosome] ← getChromosome ([ensemble 

classifiers], indexes) 

  End For 
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  % Population Object 

population ← Population ([ensemble classifiers],     

[baseChromosome]) 

% Initial Fitness 

population → calculateFitness () 

return population 

            %Step#6 Next Population  

  For each gen є generation do 

   % Step#7 test 

   If Stopping condition 

 Break and return optimalPerformance 

End If 

For each classifier є population do 

% Selection 

PartnerA ← acceptReject(maxFitness) 

PartnerB ← acceptReject(maxFitness) 

% Crossover 

Child ← PartnerA → crossover(PartnerB) 

% Mutation 

Child → mutate (mutationRate) 

%OffspringsChromosome 

[OffspringsChromosome] ←[Child] 

   End For 

% Decoding or Genotype 

For each item є population do 
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 %Ensemble Classifiers 

 [Offsprings] ← getPhenoType 

([OffspringsChromosome], ensemble classifiers) 

   End For 

   % Replace 

   population → chromosome ←[OffspringsChromosome] 

   population →  ensemble classifiers ← [Offsprings] 

% Step#8 Elitism 

keep best chromosome → population 

% Step#9 Fitness 

Population → calculateFitness ( )  

  End For 

 

6.2 Methods 

Let it be recalled that the experimental setup used for the proposed SentiGA method 

was discussed in Chapter 4. The datasets, the steps for data preprocessing  

(normalization, tokenization, removal of stopwords, and stemming), the feature 

extractions, the base classifiers, and ensemble learning classifiers used in this 

framework have been discussed in detail in Chapter 4. Based on the feature 

extraction methods described in section 4.2, we constructed four feature sets based 

on the three different feature extractor categories as defined in Table 6.1. For 

instance, subset A consists of the combinations of three different feature categories. 
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Table 6.1: The set of features used for training base classifiers 

Feature sets BoW TF-IDF Bigram 

A X X X 

B X X - 

C - X X 

D X - X 

 

6.2.1 Classifier Pool Generation 

Six base classifiers from the previous experimental setup (Chapter 4) were selected 

for use in this experiment to generate a pool of classifiers: SVM, NB, LR, SGD, RF, 

and DT. These classifiers were selected because most of them performed well in 

terms of Accuracy, as demonstrated in the previous chapter. Table 6.2 shows the 

details of these base classifiers and their parameter settings. The step on classifier 

pool generation aims to generate a pool of candidate base classifiers comprising N 

classifiers that are both accurate and diverse. The classifier's diversity is the main 

component in the optimized classifier ensemble method because it is impossible to 

enhance the predictive performance of classification when combining classifiers with 

the same outputs. The diversity of classifiers can be achieved by using different 

classifier algorithms and for a given classifier algorithm by training it with different 

parameter settings and different feature set combinations. Consequently, each base 

classifier is trained using different parameter values to ensure the uniqueness of each 

classifier in at least one of the parameter properties in the pool. For instance, the 

SVM classifier can be trained using different values of parameter settings for the 

degree of the polynomial kernel, linear kernel, and radial basis function (RBF). Three 

different feature engineering methods which are frequently used for sentiment 

analysis are considered in this study. These feature engineering methods include 

BoW, TF-IDF, and Bigram, which are used in different feature combinations to train 
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the base classifiers as illustrated in Table 6.2. For example, classifiers SVM1 and 

SVM2 belong to the same classifier type but they use a different combination of 

feature sets. Similarly, classifiers SVM8 and NB are different classifiers but they use 

the same combination of feature types.   

Table 6.2: Presenting the complete detail on the base classifiers and their parameter 

settings with feature set engineering methods used for training the base classifiers 

No. Classifiers Parameter Settings Feature subsets 

1 SVM1 
kernel=set(['linear']), degree=set([3]), 

gamma=set(['auto']) 
A 

2 SVM2 
kernel=set(['linear']), degree=set([3]), 

gamma=set(['auto']) 
D 

3 SVM3 
kernel=set(['linear']), degree=set([8]), 

gamma=set(['auto']) 
C 

4 SVM4 
kernel=set(['linear']), degree=set([8]), 

gamma=set([' scale']) 
A 

5 SVM5 
kernel=set(['linear']), degree=set([8]), 

gamma=set([' scale']) 
B 

6 SVM6 
kernel=set(['rbf']), degree=set([3]), 

gamma=set(['auto']) 
A 

7 SVM7 
kernel=set(['rbf']), degree=set([8]), 

gamma=set(['auto']) 
D 

8 SVM8 
kernel=set(['rbf']), degree=set([3]), 

gamma=set(['scale']) 
C 

9 SVM9 
kernel=set(['rbf']), degree=set([3]), 

gamma=set(['scale']) 
B 

10 NB1 - A 

11 NB2 - B 

12 LR1 
penalty = set(['l2']), 

random_state=set([0]) 
A 

13 LR2 
penalty = set(['l2']), 

random_state=set([1]) 
D 

14 LR3 
penalty = set(['l2']), 

random_state=set([2]) 
B 

15 LR4 
penalty = set(['l2']), 

,random_state=set([2]) 
A 

16 RF1 

n_estimators=set([100]), 

max_depth=set([3)], 

random_state=set([0]) 

A 

17 RF2 

n_estimators=set([100]), 

max_depth=set([5]), 

random_state=set([1]) 

D 

18 RF3 

n_estimators=set([200]), 

max_depth=set([3]), 

random_state=set([0]) 

A 
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19 RF4 

n_estimators=set([200]), 

max_depth=set([5]), 

random_state=set([1]) 

D 

20 SGD1 
loss=set(['log']), penalty=set(['l2']), 

max_iter=set([3]) 
A 

21 SGD2 
loss=set(['log']), penalty=set(['l2']), 

max_iter=set([5]) 
D 

22 SGD3 
loss=set(['hinge']), penalty=set(['l2']), 

max_iter=set([5]) 
C 

23 SGD4 
loss=set(['hinge']), penalty=set(['l2']), 

max_iter=set([8]) 
B 

24 DT1 
n_estimators=set([100]), 

max_depth=set([3]) 
A 

25 DT2 
n_estimators=set([200]), 

max_depth=set([5]) 
A 

 

6.3 Experimental Results and Evaluation 

Evaluation is important to assess the credibility of the framework and ascertain the 

possible improvements required. This section presents a detailed analysis and 

evaluation of results obtained from the experiments with the proposed SentiGA 

method. Two sets of experiments were conducted in this study to assess the SentiGA 

method's feasibility and performance. The results of both experiments are presented 

and discussed to show that the SentiGA method is significantly more efficient than 

the single best classifier and the ensemble classifier containing all classifiers in the 

pool.  In addition, this section presents the development environment including the 

datasets used, experimental setup, and evaluation experimental results. The 

performance of the SentiGA method compared to some existing sentiment analysis 

methods using the same datasets is presented. 
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6.3.1 Datasets Used 

In this section, we introduce the datasets used in our experiments. For training and 

testing the proposed SentiGA method and evaluation of the results, five publicly 

available Twitter sentiment datasets are used. These include SemEval 2017 Task 

(4A, 4B and 4C), SST-2 and SST-5 datasets. More details on these datasets are 

described in section 4.1. Each dataset is split into three partitions: training, 

development, and test data sets. The number of each class sample in each partition 

across the datasets used in the experiments is shown in Table 6.3. 

Table 6.3: Statistics on employed datasets 

Datasets Type SP P Neu N SN Total 

SemEval-2017 

Task 4A 

Train - 3972 5790 1791 - 

20632 Development - 988 1452 449 - 

Test - 2099 3100 991 - 

SemEval-2017 

Task 4B 

Train - 4572 - 1336 - 

10551 Development - 1164 - 313 - 

Test - 2476 - 690 - 

SemEval-2017 

Task 4C 

Train 205 4383 5632 1259 74 

20632 Development 54 1101 1409 308 17 

Test 123 2346 3040 634 47 

SST-2 

Train - 2759 - 2623 - 

9612 Development - 679 - 667 - 

Test - 1525 - 1359 - 

SST-5 

Train 1072 1717 817 1271 1761 

11855 Development 238 436 217 307 462 

Test 542 958 476 664 917 

[SP: Number of total strongly positive tweets in the data set, P: Number of total 

positive tweets in the data set, Neu: Number of total neutral tweets in the data set, N: 

Number of tweets belonging to negative tweets in the datasets, SN: Number of tweets 

belonging to strongly negative tweets in the datasets.] 

6.3.2 Experimental Procedures  

In this section we provide details about experimental settings for two series of 

experiments: (i) the ones concerned with the selection of the optimal subset of 

classifiers from the large pool of classifiers using Genetic Algorithm; and selection 

of the single best classifier in the pool, and (ii) the second assessment of the 
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proposed optimized classifier ensemble with full ensemble classifiers containing all 

classifiers in the pool. 

In the experiments, five different datasets are used for evaluating the proposed 

SentiGA method. The characteristics of these datasets are presented in Table 6.3. The 

experimental datasets cover two binary class problems, one ternary class problem, 

and two 5-point class problems. The experimental workbench is Jupyter Notebook, a 

common group of machine learning software written in Python which supports a 

wide range of workflows in machine learning and data mining tasks. In the 

beginning, the datasets are split into three disjunctive groups: 50% training set, 20% 

validation set, and 30% testing set. In this framework, six different classification 

models are used to generate ensemble classifiers. Each classification algorithm is 

trained with different parameter settings and different combinations of feature sets to 

generate multiple diverse classifiers as base classifiers. Table 6.2 presents the 

settings used in this experiment. The weighted majority voting method is used in this 

framework to compute the performance of classifier ensembles to calculate the 

fitness of chromosomes. Each chromosome is designed to represent the different 

classifier ensembles. The initial population of chromosomes in the Genetic 

Algorithm is generated randomly. The population size in the simulation experiments 

is set to 100 chromosomes; each of them is represented by bit strings of length 25, 

containing the voting bits. This implies that a hundred different ensemble classifiers 

evolve at the same time. The algorithm is run for 1000 iterations. The accuracy 

performance given by the weighted majority voting from the combination rule is 

used to determine the fitness of each chromosome. The number of generations for the 

Genetic Algorithm evolution is set at 100. In every new generation, the Tournament 



137 

 

Selection method is employed to select the pair of chromosomes with the highest 

fitness values from a randomly selected subset of the population. After selecting the 

pairs of chromosomes, they are then passed through the crossover (mid-point) and 

mutation processes at a rate of 0.5 and 0.1 respectively. These two processes are 

carried out to increase the population's diversity, thus, increasing the chances of 

preventing a convergence to the local optimum. In this framework, the Elitism 

method is employed where 10% of the best chromosomes from the previous 

generation are propagated to the new generation, which is not already present in the 

new generation. This method can increase the performance of the Genetic Algorithm 

rapidly because it avoids losing the fittest chromosomes over the entire population. 

After a series of evolution and many generations when the termination condition is 

met, the population's fittest chromosome is considered as the best-optimized 

ensemble classifier solution. 

6.3.3 Results and Discussion 

This section presents the results and discusses the classification performance of the 

SentiGA proposed method in terms of Accuracy, Precision, Recall, Average Recall, 

F1-Score, Average F1-Score, Macro-average Mean Absolute Error, and Micro-

average Mean Absolute Error. The description of these metrics is provided in section 

4.6. These performance measures are also commonly used to assess sentiment 

analysis models. Furthermore, the results of the SentiGA method with the other state-

of-the-art methods that used the same dataset are compared.  

6.3.3.1 Experimental Results Evaluation 

To assess the efficiency of the proposed SentiGA schemes, the experiments were 

conducted on five widely used datasets in sentiment analysis. Table 6.4 – 6.8 depicts 

the comparison results of the best single classifier, full ensemble of all classifiers as 
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well as the proposed SentiGA method. The evaluation results are reported in Table 

6.4 – 6.8 to demonstrate the effectiveness of the proposed SentiGA method over 

other existing methods. It should be pointed out that the weighted voting technique 

was used for all the cases. The best results obtained by a specific classifier with the 

datasets appear in boldface, while the second-best results appear in italics. 

Table 6.4: Classification results obtained by the single best classifier, full ensemble 

containing all classifiers, and proposed SentiGA method with the name of selected 

classifiers for SemEval-2017, Task 4A (Ternary) dataset 

Classification Scheme Candidate Models Acc% 𝑅ec𝑚𝑎𝑐𝑟𝑜2% 𝐹1-𝑚𝑎𝑐𝑟𝑜% 

Best Single Classifier LR3 64.27 58.82 60.25 

Full Ensemble 

Classifiers 

Combined all 

classifiers in the 

pool 

65.4 59.67 61.2 

Proposed SentiGA 
SVM2, NB1, LR3, 

DT1 
76.4 76.6 75.7 

[Acc: Accuracy, 𝑅ec𝑚𝑎𝑐𝑟𝑜2: Average Recall among Positive, Neutral, and Negative 

classes, F1-𝑚𝑎𝑐𝑟𝑜: Average F1-Score among Positive and Negative classes.]  

Table 6.4 depicts the comparison results of the best-fitting ensemble classifiers 

formed using the Genetic Algorithm scheme. The results show that the proposed 

method performs better than both the best single classifier as well as the ensemble of 

all classifiers in terms of Accuracy, Average Recall, and Average F1-Score with 

values 76.4%, 76.6%, and 75.7% respectively. Furthermore, the full ensemble 

classifier achieves the second-highest performance. This shows that the full ensemble 

classifier technique is effective in improving the performance of the single 

classifiers. The proposed SentiGA method improves the second-best performance by 

11%, 19.93%, and 14.5% respectively. Moreover, the proposed optimized ensemble 

classifier selected the chromosome [0100000001000100000000010] which 

comprises four different classifiers (SVM2, NB1, DT1, and LR3) as an optimal 

subset of classifiers to classify the test set of SemEval-2017, Task 4A dataset. The 
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best set of classifiers obtained is combined using the weighted majority voting rule. 

As seen in Table 6.4, the LR3 classifier is the best classifier in the pool of classifiers 

which yields the highest performance in terms of Accuracy, Average Recall, and 

Average F1-Score with values of 64.27%, 58.82%, and 60.25% respectively. It is 

evident that the Genetic Algorithm is efficient in selecting the best performing 

classifiers to classify unseen data. 

Table 6.5: Classification results obtained by the single best classifier, full ensemble 

containing all classifiers, and proposed SentiGA method with the name of selected 

classifiers for SemEval-2017, Task 4B (Binary) dataset 

Classification 

Scheme 

Candidate 

Models 
Acc% Pre% 𝑅ec𝑚𝑎𝑐𝑟𝑜1% 

F1-

Score% 

Best Single 

Classifier 
SVM1 87.2 91.1 79.32 91.5 

Full Ensemble 

Combined all 

classifiers in 

the pool 

88 88.8 76.63 90.67 

Proposed SentiGA 

SVM1, SVM2, 

NB1, LR2, 

RF1 and SGD1 
94.3 96.83 94.22 95.51 

[Acc: Accuracy, Pre: Precision, 𝑅ec𝑚𝑎𝑐𝑟𝑜1: Average Recall among Positive and 

Negative classes.]  

Based on the experiment results in Table 6.5, the greatest predictive performance for 

SemEval-2017, Task 4B dataset was obtained with the proposed SentiGA method 

with the values of 94.3%, 96.83%, 94.22%, and 95.51% respectively. According to 

the results achieved, SVM1 is a better base classifier in the pool compared with all 

other base classifiers. Notable, it is evident that the proposed method improves the 

performance of the second-best algorithm by 6.3%, 5.73%, 14.9%, and 4.01% 

respectively. As could be seen in Table 6.5, consider that the proposed SentiGA 

method selected the chromosome [1100000001001001000100000]. This means the 

selected classifiers comprise six different classifiers (SVM1, SVM2, NB1, LR2, 

RF1, and SGD1) from the pool of classifiers presented in Table 6.3. This represents 
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the best subset of classifiers to classify the testing set of SemEval-2017, Task 4B 

dataset. This indicates that the Genetic Algorithm is successful in selecting the best 

performing classifiers in the pool because the SVM1 which is the best single 

classifier yields the highest classification performance.  

Table 6.6: Classification results obtained by the single best classifier, full ensemble 

containing all classifiers, and proposed SentiGA method with the name of selected 

classifiers for  SemEval-2017, Task 4C (Five-point) dataset 

Classification 

Scheme 

Candidate 

Models 
Acc% F1-Score% MAE

M 
MAE

 

Best Single 

Classifier 
SGD1 77.67 76.04 0.83 1.07 

Full Ensemble 

Combined all 

classifiers in the 

pool 

80.8 80.1 0.903 1.134 

Proposed 

SentiGA 

SVM1, SVM2, 

LR1, SGD1 and 

DT2 
85.51 85.1 0.154 0.323 

[Acc: Accuracy, MAE
M

: Macro-average Mean Absolute Error, MAE

: Micro-

average Mean Absolute Error.] 

Table 6.6 depicts Accuracy, F1-Score, Average F1-Score, Macro-average Mean 

Absolute Error, and Micro-average Mean Absolute Error obtained by the best-

performing classifier, the full ensemble of classifiers, and the proposed SentiGA 

method with the selected classifiers. According to these results in Table 6.6, it could 

be observed that the proposed SentiGA method surpasses both the best single 

classifier and the ensemble of all classifiers. It is to be noted that the highest 

predictive accuracies in terms of Accuracy and F1-Score,  and the lowest predictive 

performances in terms of Macro-average Mean Absolute Error and Micro-average 

Mean Absolute Error is achieved with the proposed method, which yielded 85.51%, 

85.1%, 0.154, and 0.323, respectively. Additionally, the chromosome 

[1100000000010000000100001] is selected by SentiGA as an optimized ensemble 

classifier which contains only five classifiers out of twenty-five classifiers including 
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SVM1, SVM2, LR1, SGD1, and DT2. This indicates the significance of selecting an 

optimum subset of the classifiers in the classifier set. The second-best predictive 

performance was obtained using the full ensemble classifiers method with 80.8% and 

80.1% in terms of Accuracy and F1-Score, respectively. Whereas the second-best 

performance in classification was obtained with the single best-performing classifier 

SGD1 with the values of 0.83% and 1.07% in terms of Macro-average Mean 

Absolute Error and Micro-average Mean Absolute Error respectively. It should be 

noticed that the full ensemble classifier technique provides higher Macro-average 

Mean Absolute Error and Micro-average Mean Absolute Error values when 

compared to the Accuracy and F1-Score values. This is reasonable since the objective 

function considered during optimization is the Accuracy or F1-Score value. 

Table 6.7: Classification results obtained by the single best classifier, full ensemble 

containing all classifiers, and proposed SentiGA method with the name of selected 

classifiers for SST-2 (Binary) dataset 

Classification 

Scheme 
Candidate Models Acc% Pre% Rec% F1-Score% 

Best Classifier NB1 78.97 78.77 79.82 79.29 

Full Ensemble 

Combined all 

classifiers in the 

pool 

79.54 82.17 78.29 80.18 

Proposed 

SentiGA 

SVM2, SVM3, 

SVM7, SVM8,  

NB1, LR1, LR3, 

RF4 and SGD1 

86.6 84.2 83.3 83.74 

[Acc: Accuracy, Pre: Precision, Rec: Recall.] 

Table 6.7 displays the results achieved by each single best model; full ensemble 

weighted voting scheme and the proposed optimized ensemble scheme with the SST-

2 dataset in terms of Accuracy, Precision, Recall, and F1-Score. As could be 

observed from the results, the highest predictive performance was obtained with the 

proposed SentiGA scheme with the values 86.6%, 84.2%, 83.3%, and 83.74, 
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respectively. The full ensemble weighted voting scheme was ranked as the second-

best performance in terms of Accuracy, Precision, and F1-Score, which scored 

79.54%, 82.17, and 80.18%, respectively. Meanwhile, the second-best performance 

in terms of Recall was achieved individually by the best performing NB1 classifier 

was 79.82%. Regarding results presented in Table 6.7, it is clear that the proposed 

SentiGA scheme performs better than the results obtained by other algorithms. This 

is an improvement on the second-best performance in terms of Accuracy, Precision, 

Recall, and F1-Score by 7.06%, 2.03%, 3.48%, and 3.56%, respectively. The results 

indicate the significance of the Genetic Algorithm in selecting the well-performing 

ensemble classifier generally. Additionally, the proposed SentiGA classification 

scheme selected the chromosome [0110001101010100001100000], which comprises 

nine classifiers out of twenty-five classifiers, including SVM2, SVM3, SVM7, 

SVM8, NB1, LR1, LR3, RF4, and SGD1. It can be further observed that classifiers 

exploit rich feature sets in the classifier set to provide better recognition 

performances to be selected during the optimization process. 

Table 6.8: Classification results obtained by the single best classifier, full ensemble 

containing all classifiers, and proposed SentiGA method with the name of selected 

classifiers SST-5 (5-point) dataset 

Classification 

Scheme 
Candidate Models Acc% Pre% Rec% F1-Score% 

Best Single 

Classifier 
SVM2, SVM3 53.95 53.62 53.79 53.47 

Full Ensemble 

Combined all 

classifiers in the 

pool 

54.64 53.17 54.75 53.36 

Proposed SentiGA 

SVM2, SVM3, 

SVM6, RF3 and 

SGD1 
62.94 62.2 62.5 62.5 

[Acc: Accuracy, Pre: Precision, Rec: Recall.] 
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Table 6.8 illustrates the performance achieved by the proposed SentiGA method, best 

single model, and combined all classifiers method in terms of Accuracy, Precision, 

Recall, and F1-Score for SST-5 five-point scale dataset. It can be observed that the 

best classification performance is achieved by the proposed method in all metrics, 

which are 62.94%, 62.2%, 62.5%, and 62.5%, respectively. The second-best 

performance yielded an Accuracy of 54.64% and Recall of 54.75% by the full 

ensemble classifier method. The second-best Precision score of 53.62% and F1-Score 

of 53.47% is achieved by both the single classifiers, SVM2 and SVM3. These results 

show that the proposed optimized ensemble classifier method has been effective with 

a significant performance improvement. As shown in Table 6.8 the proposed 

SentiGA method selected the chromosome [0110010000000000001100000] which 

compromises (SVM2, SVM3, SVM6, RF3, and SGD1) classifiers as optimal subsets 

of classifier candidates. These are then used in the final ensemble construction to 

classify the testing set of the SST-5 dataset. This indicates the significance of the 

SentiGA method in selecting an optimal subset of classifiers. This is because the 

optimal subset of classifiers contains the best performing single classifiers (SVM2 

and SVM3). 

In summary, the experimental results clearly show that the highest predictive 

performances in all terms were generally achieved by the proposed SentiGA 

classifier method based on the Genetic Algorithm. Concerning the simulation 

experiments, we found that the proposed method shows a significant improvement 

compared to individual classifiers as well as the full weighted voting ensemble 

classifier method across all sentiment datasets. This study has successfully shown the 

significance of selecting an optimal subset of the classifiers in the classifier set based 
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on the concept of the Genetic Algorithm. Furthermore, we observed that the SVM 

classifier significantly performs better than the other single classifiers in the pool. 

Additionally, the SVM classifier - specifically the SVM2 – with settings (Kernal = 

“Linear”, trained with combined BoW and Bigram features) has more contributions. 

Conversely, the DT classifier has the least contributions in our proposed scheme as 

compared to other single classifiers in the pool. 

6.3.3.2 Comparison of Results with Related Works 

To further evaluate the effectiveness of the proposed SentiGA method, we provide a 

set of comparative results of the SentiGA method against some other relevant works 

with the chosen performance metrics Accuracy, Precision, Recall, Average Recall, 

F1-Score, Average F1-Score, Macro-average Mean Absolute Error, and Micro-

average Mean Absolute Error. The comparative analysis is based on results obtained 

using the proposed SentiGA method with those of other methods in the literature 

using SemEval 2017 Task (4A, 4B and 4C), SST-2 and SST-5 datasets are presented 

in Table 6.9 and Table 6.10. The results of the proposed methods are tabulated based 

on the performance of the SentiGA method compared to other related existing 

methods using the same datasets. 

Table 6.9: Comparison results of the proposed optimized method with related work 

methods on SemEval-2017 Task 4 (A, B, and C) datasets 

Studies Tasks 
Acc

% 

Recmacro

% 

F1-

Score% 

F1macro

% 
MAE

M
 MAE


 

Referen

ces 

Cliche, 

M. 

4A 65.8 68.1 - 68.5 - - 

[223] 4B 89.7 89 88.2 - - - 

4C - - - - 0.481 0.554 

Baziotis, 

C. et al 

4A 65.1 68.1 - 67.7 - - 

[222] 4B 86.9 86.1 85.6 - - - 

4C - - - - 0.555 0.543 

Kolovou

, A. et 

al. 

4A 65.9 64.8 - 64.8 - - 

[224] 4B 86.3 85.6 85.4 - - - 

4C - - - - 0.623 0.734 

Hama 

Aziz & 

4A - - - - - - 
[323] 

4B 90.8 88.6 94 - - - 
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Dimilile

r 
4C - - - - - - 

Propose

d 

SentiG

A 

4A 76.4 76.6 - 75.7 - - 

- 
4B 94.3 94.22 95.51 - - - 

4C - - - - 0.154 0.323 

[Acc: Accuracy, Recmacro: Average Recall, F1macro: Average F1-Score among positive 

and negative classes, MAE
M

: Macro-average Mean Absolute Error, MAE

: Micro-

average Mean Absolute Error.] 

Table 6.9 presents the comparative results of the proposed SentiGA method with its 

competitors on the SemEval-2017 Task 4A, 4B, and 4C datasets. We observe that 

our proposed optimized ensemble classifier method performs convincingly better 

compared to these existing methods. In the SemEval-2017 shared task, the top three 

systems employed CNN, LSTM, and Neural Networks. The best performing system 

for Task 4A, 4B, and 4C was developed by Cliché [223] based on CNN and LSTM. 

This comparison shows that our proposed method outperforms the best-reported 

results on all tasks 4A, 4B, and 4C of SemEval-2017 datasets. The results show that 

our proposed method surpasses the performance of the highest-ranking system by 

10.6%, 8.5%, and 7.2% in terms of Accuracy, Average Recall, Average F1-Score 

respectively for SemEval-2017 Task 4A 3-point scale classification. Further, our 

method surpasses the best existing related method by 4.6%, 5.22%, and 7.31% in 

terms of Accuracy, Average Recall, and F1-Score respectively for SemEval-2017 

Task 4B 2-point scale classification. Similarly, our method outperforms the best 

existing related method by 0.327and 0.231 respectively in terms of MAE
M

 and 

MAE

 (a lower value is better) for SemEval-2017 Task 4C 5-point scale 

classification. 
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Table 6.10: Comparison of the accuracy results of proposed SentiGA method with 

related work methods on SST-2 and SST-5 datasets 

Studies SST-2 SST-5 References 

Tripathi, S. et al.  53.3 - [308] 

Lei, Z. et al. - 49.7 [236] 

Sadr, H. et al. - 53.42 [239] 

Hiyama, Y. et al 73.7 - [242] 

Hassan, A. et al. - 47.5 [244] 

Dong, Y. et al. - 48.34 [245] 

Baktha, K. et al. 81.54 44.61 [241] 

Chen, T. et al. 82.3 50.6 [240] 

Li, W. et al. - 50.68 [243] 

Lu, Y. et al. - 47.6 [238] 

Giménez,  M. et al. 82.45 - [306] 

Sadr, H. et al. - 51.31 [324] 

Kasri, M. et al. - 48.7 [325] 

Xu, Y. et al. 81.8 - [307] 

Park and Ahn  80.9 - [309] 

Socher et al.  82.4 - [310] 

Kim, Y.  82.9 - [311] 

Sochar et al.  82.7 - [312] 

Hama Aziz and Dimililer 85.2 - [323] 

Proposed SentiGA 86.6 62.94 - 

 

In Table 6.10, the accuracy results of the proposed method compared to some other 

state-of-the-art systems on SST-2 (2-point scale) and SST-5 (5-point scale) datasets 

are presented. We observe that the proposed SentiGA method yields better 

accuracies compared to these existing methods on both datasets. In this comparison, 

it is shown that the accuracy of our proposed method is 1.4% better than the best 

results on the SST-2 dataset and 9.52% better than the existing method on the SST-5 

dataset. The main reasons for this improved performance include using different 

classification techniques and incorporating the Genetic Algorithm technique in the 

framework. It should be observed that our proposed method allows the best well-

performing classifiers in the system to contribute classifying unseen data as 
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compared to the existing methods. Hence, the proposed method is less complex 

compared to the others. 
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Chapter 7 

CONCLUSION AND FUTURE WORK 

Sentiment analysis is a sub-field in NLP and has a wide range of applications, 

including news analysis, marketing, question answering, and knowledge bases. One 

of the challenges of sentiment analysis is how to develop algorithms that enable the 

machine to mimic humans in understanding texts. Getting important insights from 

opinions expressed on the internet, especially from social media blogs, is vital for 

many companies and institutions. This is because such insights provide an 

opportunity to get feedback on products, public mood, or investors’ opinions. To 

improve the performance of sentiment classification models, individual models have 

been combined into single ensemble classifiers for use in different areas such as 

social media. Therefore, this thesis proposed two novel frameworks for sentiment 

analysis tasks using machine learning approaches and Genetic Algorithms. To 

achieve this, we adopted the SentiXGboost ensemble classifier for sentiment 

classification. Six widely used sentiment datasets were used to test the performance 

of the proposed method. The datasets include SemEval-2017, Task 4, Subtask B, 

SLS (Amazon), STS-Gold, SST-2, Yelp Challenge, and Movie Review (Sentiment 

Polarity Dataset Version 2.0). The results showed that the proposed SentiXGboost 

ensembling scheme could improve performance when used with traditional 

approaches such as majority voting, AdaBoost, Gradient Tree Boosting, and 

Bagging. The reported results confirmed the applicability and effectiveness of the 

proposed SentiXGboost on all sentiment-labeled datasets.  
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We introduced a novel and effective optimized ensemble classifier scheme named 

SentiGA for binary, ternary, and fine-grained sentiment analysis tasks in the second 

approach. The Genetic Algorithm scheme was applied to identify an optimal subset 

of classifiers used as base classifiers in the optimized ensemble classifier. The 

proposed method involves the following as base classifiers: SVM, LR, NB, SGD, 

RF, and DT. Each classifier was trained with different parameter settings and 

different combinations of feature sets to produce a pool of classifiers. In the initial 

step, the weighted majority voting rule was used in the proposed scheme to produce 

several possible classifier ensembles. This produced a set of solutions; each of which 

represents a particular classifier combination in the initial population of the Genetic 

Algorithm. Based on a set of certain criteria, the most promising solution was 

selected from the final population by the proposed scheme. The experiments were 

conducted on two binary, one ternary, and two fine-grained sentiment datasets. The 

results indicate that the proposed SentiXG method yielded better performance for the 

sentiment analysis task compared to the individual performance of the best base 

classifier. The results indicate that the proposed method is very effective and has a 

reasonably high performance in all settings. 

7.1 Thesis Contributions 

The main contributions of this thesis to knowledge and practice are evident in the 

two novel ensemble classifier approaches developed for sentiment analysis. These 

approaches have shown an improved performance in the classification of the polarity 

of tweets from Twitter. Point-by-point elaborations of the contributions of this 

research work to knowledge are highlighted below: 
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 An ML-based system that uses XGBoost as a meta-classifier for stacked 

ensembling was developed to predict the polarity of sentiments across 

datasets related to sentiment analysis.   

 Further, a novel optimized ensemble classifier scheme that utilizes the 

Genetic Algorithm to select the best models from a group consisting of 

many models is proposed. The weighted majority voting rule is then 

employed to combine the individual models. The pool of classifiers is 

trained using different feature sets and tuned with different parameters 

on training data. 

 The performance analysis of the results shows that the proposed 

approach outperforms all the individual classifiers and the traditional 

ensemble learning approaches. 

 To the best of our knowledge, the performance of the proposed methods 

in sentiment classification has exceeded the performance of similar 

existing methods of sentiment analysis. 

7.2 Limitations 

The experiments conducted in this research were limited to the classification of the 

polarity of tweets on Twitter. The backbone of the proposed approach includes 

supervised machine learning algorithms and Evolutionary Search algorithms. Even 

though the accuracy and reliability of the proposed systems have been determined to 

be good, there is still some room for improvement. Particularly, the predictive 

accuracy of the classification scheme can be improved in future studies. Other 

limitations of the research are highlighted as follows: 

 The classification process of the SentiXGboost method uses the 

combination of all feature sets at once to train the classifiers. The 
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consequence is that the results may not be able to vary for each model 

since not all possible different combinations of feature sets have been 

tested. It is important to test and update our models using all the possible 

combinations of feature sets. 

 The number of sentiment terms in this research is limited, and this has 

the potential to affect the accuracy of sentiment because certain aspects 

could be neglected due to the limitation of the lexicon. Although a 

manually built lexicon can achieve better accuracy, the construction of 

the sentiment lexicon requires human effort and is time-consuming. 

 The research focuses mainly on the informal text of online reviews that 

is close to the way people speak in real life. Text from other sources 

such as professional critics or product reports from evaluative 

organizations is not used in this research. 

 The SentiGA method can implement and train more robust base 

classifiers for generating a larger pool of classifiers and the number of 

generations could be increased, thereby leading to better accuracy. 

However, the SentiGA method was not considered in this research due 

to resources and time constraints.  

 Both of SentiXGboost and SentiGA methods have been tested on some 

types of features. Therefore, we could test and update our proposed 

methods with more NLP-based features but did not due to the limitation 

of the technical resources. 
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7.3 Future Work 

Although this research has filled a few gaps in the field of sentiment analysis, further 

work is required to achieve further improvements. In future works, we plan to 

implement a strong weighted voting ensemble classifier algorithm for decision 

making. This would be combined with the Genetic Algorithm to optimize the best 

performing classifiers for sentiment analysis. Furthermore, the time and 

computational complexities of the proposed schemes will be examined and compared 

with existing methods. Additionally, the possibility of deploying an optimized 

ensemble classifier method using other evolutionary algorithms would be explored in 

future studies. Other future research directions include developing a robust and 

dynamic ensemble classifier selection method for sentiment analysis based on 

similarity score using the Genetic Algorithm. 
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Appendix A: Penn Treebank PoS Tagset 

Table A.1: List of P Penn Treebank PoS Tagset used 
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Appendix B: List of Stop Words  
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